Power-law hereditariness of hierarchical fractal bones
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SUMMARY

In this paper the authors introduce a hierarchic fractal model to describe bone hereditariness. Indeed, experimental data of stress relaxation or creep functions obtained by compressive/tensile tests have been proved to be fit by power-law with real exponent $0 \leq \beta \leq 1$. The rheological behavior of the material has therefore been obtained, using the Boltzmann-Volterra superposition principle, in terms of real order integrals and derivatives (fractional-order calculus). It is shown that the power-laws describing creep/relaxation of bone tissue may be obtained introducing a fractal description of bone cross-section and the Hausdorff dimension of the fractal geometry is then related to the exponent of the power-law.
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1. INTRODUCTION

Mathematical models of material behavior are fundamental for optimization and for reliable design of engineered devices. Furthermore, the key issue is to be able to track down the multiscale behavior from the nano- to the macrolevel, with particular regard to biological and bioinspired materials. Indeed, the mechanical interactions among biomedical devices and biological tissues play a key-role for the optimization of physiological functionality of such devices owing to the reduction of immunologic response. In this regard, it is clear that the detailed knowledge of the features of biological tissues at the different scales and their interactions with the devices is a crucial step to optimize the mechanical and physical response of the compound.

Physical parameters of biological tissues usually investigated in scientific literature involve stiffness, strength, toughness, permeability, porosity, thermal conductivity among others [1, 2, 3]. Besides these important features, mineralized bone tissues must provide load carrying capabilities and they exhibit a marked time-dependent behavior under applied loads. In this context, the term hereditariness is usually used in the sense that the actual response of bone material in terms of
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stress/displacement depends on previously applied stress/strain. This feature is macroscopically detectable by stress relaxation and creep observed in classical traction/compression mechanical tests. During a relaxation test, the imposed strain is held constant and a measure of the stress is monitored showing that it is a decreasing function of time; similarly, in a creep test an imposed constant stress is applied and a continuous monitoring of the strain is considered showing that it is an increasing function of time. Both these tests highlight the hereditariness feature of such material; the past undergone stress or strain history influence the future response of the specimen. A similar time-dependent behavior also arises in mineralized tissues as ligaments and tendons. Indeed the high stiffness (but highly brittleness) of the hydroxyapatite crystals in these tissues is combined with the high ductility of the collagen proteic matrix. In this way a stiffer nano-structured with composite material is obtained that possesses high strength [4] with time-dependent behavior set on a multiple time scales from pico to nano seconds [5, 6, 7]. The hereditariness of the mineralized collagen matrix is detected at various observation scales where different arrangements of the basic elements of the material structure are observed [8, 9, 10]. The bone specimen cross-section assembly exhibits a fractal-like structure. This yields anomalous scaling of stiffness and viscosity coefficients and it constitutes a mechanical hierarchy dubbed fractance, in close relation with fractal geometry. In this regard the material structure forms a hierarchy that yields exceptional features at the macroscale in terms of strength, stiffness and toughness. Moreover, the hierarchical assembly, composed by hydroxyapatite and collagen, justifies the presence of both several relaxation times (strictly related to inner microstructure) and anisotropy, well highlighted through specific mechanical tests such as the three-point bending [11].

In this study the authors will show that relaxation/creep functions of trabecular and compact bones are well captured by real-order power-laws $t^\beta$ ($0 < \beta \leq 1/2$) yielding a rheological model in term of real-order differintegral operators [12, 13, 14]. The presence of a power-law with $0 < \beta \leq 1/2$ has been justified with a mechanical model represented by a Newtonian viscous material resting on a bed of independent spring [15]. The presence of such mechanical model, however, is not observed in bone tissue and, in this paper, a fractal description of bone cross-section will be introduced. In this regard it will be shown that the specimen cross-section at any level of hierarchy has a non-Euclidean dimension. As we assume that this dimension is identical at several observation scale of the bone, as in fractal set, a relation among the the power-law and the fractal dimension exists.

In the next section we discuss the macroscopic hereditariness and the corresponding rheological model in terms of fractional-order operators. Sections 3 and 4 are devoted to the mechanical analogues of fractional-order elements. The fractance description of bone self-assembly hierarchy leading to macroscale hereditariness is introduced in Section 5, whereas some conclusions are drawn in Section 6. Additionally some appendices involving the basic concepts of fractional-order calculus, fractal geometry and continued fraction algebra have been reported.

2. Bone Hereditariness: The Power-Law Rheological Model

Mineralized biological tissues as bones, tendons and ligaments are very sophisticated and highly specialized engineered materials. Macroscopic observations of trabecular bone tissue show that its architecture is built upon a complex network of beams and platelets forming a three-dimensional geometric structure. Spaces among the mineralized tissues are filled by bone marrow, a fluid-like material formed by fat cells, water and proteins. The biphasic nature of the trabecular bone is the main reason why its macroscopic mechanical behavior fades out stress peaks due to high frequency and impulsive loads. Mathematical models of the macroscopic behavior of biphasic trabecular bones make wide use of the Biot’s poroelasticity [16, 17, 18, 19, 20], although a more modern treatment of such media may be found through the theory of Structured Deformations [21, 22, 23].

Despite the macroscopic behavior of trabecular bones, the rheological description of mineralized biological tissues deserves careful considerations. Indeed load capacity and ultimate strength of bones, as well as stiffness, depend on the mechanical properties of the solid-like phase. However several pathological diseases such as osteoporosis and/or osteosynthesis affect, specifically, the nano-micro scale structure of the mineralized tissue modifying, primarily, its rheological properties
In this regard, it is well known that the structure of bones is self-organized in a hierarchic sequence repeating its fundamental elements in different stacking at different resolution scales [8].

![Figure 1. Schematic representation of relaxation test: after the initial ramp, the strain is held constant.](image)

The overall behavior of the mineralized tissue is detected through macroscale relaxation tests from several authors [27, 28, 29] and is displayed in Figure 2. In the pictures, the dots represent the experimental data whereas solid lines are the fitting relaxation curves chosen in the following class:

\[
G(t) := \frac{C_\beta}{\Gamma(1 - \beta)} t^{-\beta}, \quad \beta \in [0, 1]
\]

where \(G(t)\) and \(\Gamma(1 - \beta)\) are the relaxation function and the Euler-Gamma function evaluated at \(t\) and at \(1 - \beta\) respectively and \([C_\beta] = FT^\beta/L^2\) is an anomalous force coefficient of the material. Inspection of Figure 2 shows that the fitting curves in (1) are in good agreement with experimental results for different kinds of bones undergoing to relaxation tests (schematically represented in Figure 1). The viscoelastic behavior of collagen is then shown to agree with our choice of the class of relaxation functions, even if a closer analysis of data seems to require an additional constant elastic term to model the equilibrium response. Indeed, the hereditary feature causes continuum stress relaxation in time depending on an exponent near to 0 (see Table I). Henceforth the stress value fades out in a very long time. Experimental tests are performed in a limited time frame, so that the proposed model approximates very well the experimental data in the given time-range [30, 31, 32]. The results of best-fitting procedure, collected in Table I, show that the power-law exponent depends on the anatomical location of the considered specimen [33]. This observation is in good agreement with several bone microscopies showing that the mineralized tissue architecture changes upon the anatomic location as the result of a material optimization procedure. In the context of linear hereditariness and in the absence of past histories, the Boltzmann-Volterra superposition principle may be used to provide the stress response as well as the strain evolution for prescribed strain \(\gamma\) (stress \(\sigma\)) processes:

\[
\sigma(t) := \int_0^t G(t - \tau)\dot{\gamma}(\tau)d\tau \quad \text{(2a)}
\]

\[
\gamma(t) := \int_0^t J(t - \tau)\dot{\sigma}(\tau)d\tau. \quad \text{(2b)}
\]

As the model parameters have been obtained from the best-fitting of experimental data on stress relaxations, the creep function \(J(t)\) may be obtained from the relaxation function \(G(t)\) in (1) by mean of the well-known relation in the Laplace domain, i.e.

\[
\tilde{G}(s)\tilde{J}(s) = \frac{1}{s^2} \quad \Rightarrow \quad J(t) = \frac{1}{C_\beta F(1 + \beta)} t^\beta \quad \text{(3)}
\]

where the symbol \(\tilde{}\) denotes the Laplace transform. By inspection of the last term in the equality.
chains in (2) through the definitions reported in Appendix A, it is shown that assuming a power-law expression of the relaxation/creep function of the material results into rheological expressions:

$$\sigma(t) = \frac{C_\beta}{\Gamma(1-\beta)} \int_0^t (t - \tau)^{-\beta} \gamma(\tau) d\tau = C_\beta \left( C D^{\beta}_{0+\gamma} \right)(t)$$  \hspace{1cm} (4a)

$$\gamma(t) = \frac{1}{C_\beta \Gamma(1+\beta)} \int_0^t (t - \tau)^{1-\beta} \dot{\sigma}(\tau) d\tau = \frac{1}{C_\beta} \left( I^{0+}_{1+\sigma} \right)(t)$$  \hspace{1cm} (4b)
containing the well-known Caputo and Riemann-Liouville differential and integral operators. For “non-virgin” materials, i.e. materials whose state at the very beginning of observation is characterized by prestressed (or prestrained) configuration, equation (2) would be supplemented by state variables [34, 35, 36]. The use of fractional operators in the context of rheological material modeling has been proved to be a key tool to predict the hereditariness of stresses and strains in organic polymers [37, 38, 39]. The rheological description of the hereditary features of bone tissues has been shown in Figure 2, where the material parameters have been estimated by a best fitting procedure for different kinds of trabecular bone tissues. The stress-strain behavior in (4) may be fruitfully explained by making use of a rheological device, called springpot [40]. The springpot has an intermediate behavior between a linear spring, whose constitutive equations reads as $\sigma = E\gamma$, and a Newtonian dashpot with constitutive law relation $\sigma = \eta \dot{\gamma}$ (Figure 3). Limiting values of the order of differentiation $\beta \to 0$ or $\beta \to 1$ yield springs and dashpot devices, respectively. The fairly limited use of fractional-order derivatives in the context of mechanics is related to the lack of a clear mechanical description of the associated rheological devices. An efficient and exact representation of springpot devices has been recently obtained [15, 41] and it will be called in the next section.

3. THE MECHANICAL MODEL OF BONE FRACTIONAL-ORDER HEREDITARINESS

An exact mechanical model of fractional hereditary materials was recently proposed in [15], where two different mechanical representations of fractional hereditary material (FHM) depending on the mathematical range of the exponent $\beta$ are reported. The mechanical description of Elasto-Viscous (EV) materials ($0 \leq \beta \leq 1/2$) is represented by an indefinite massless viscous shear fluid externally restrained by a bed of independent elastic springs. Visco-Elastic (VE) materials ($1/2 \leq \beta \leq 1$) are represented instead by an indefinite elastic shear layer externally restrained by independent linear dashpots (Figure 4).

We assume that the mechanical parameters of the model, namely the elastic modulus $k(z)$ and the viscosity coefficient $c(z)$ decay with power-law with the axial coordinate $z$ as:

$$k_E(z) := AG_E(z) = A \frac{G_0}{\Gamma(1 + \alpha)} z^{-\alpha}$$

$$c_E(z) := A\eta_E(z) = A \frac{\eta_0}{\Gamma(1 - \alpha)} z^{-\alpha},$$

for EV materials (denoted by subscript $E$), whereas for VE materials (denoted by subscript $V$) they read as follows:

$$k_V(z) := AG_V(z) = A \frac{G_0}{\Gamma(1 - \alpha)} z^{-\alpha}$$

$$c_V(z) := A\eta_V(z) = A \frac{\eta_0}{\Gamma(1 + \alpha)} z^{-\alpha}$$
where $0 \leq \alpha \leq 1$, $A$ is the cross-sectional area and $G_E, G_V$ and $\eta_E, \eta_V$ represent the elastic modulus and the viscosity coefficient per unit of area for both cases respectively (see [15] for more details). In the following we assume a unit area ($A = 1$) so that $k_{E,V}(z) = G_{E,V}(z)$ and $c_{E,V}(z) = \eta_{E,V}(z)A = \eta_{E,V}(z)$. In these circumstances the balance of linear momentum of the model reads:

$$(7a)\quad \begin{equation}
\frac{\partial}{\partial z} \left[ c_{E}(z) \frac{\partial \gamma}{\partial z} \right] = k_{E}(z) \gamma(z,t) 
\end{equation}$$

$(7b)\quad \begin{equation}
\frac{\partial}{\partial z} \left[ k_{V}(z) \frac{\partial \gamma}{\partial z} \right] = c_{V}(z) \dot{\gamma}(z,t),
\end{equation}$

where $\gamma(z,t)$ is the transverse displacement of the shear layer at depth $z$ and $\dot{\gamma}(z,t) = \frac{\partial \gamma(z,t)}{\partial t}$.

Boundary conditions associated to the mechanical model in Figure 4 are provided in the form:

$$\begin{align*}
\lim_{z \to 0} \gamma(z,t) &= \gamma(t) \\
\lim_{z \to \infty} \gamma(z,t) &= 0.
\end{align*}$$

Upon solving the boundary value problem, the stress arising at the top surface turns out to be related to the transverse displacement $\gamma(t)$ by the following relation:

$$(9)\quad \sigma(t) = C_\beta \left( cD_{0^+}^\beta \gamma \right)(t),$$

where:

$$C_\beta := C_{\beta E} = \frac{G_{0}\Gamma(\beta)}{\Gamma(2-2\beta)\Gamma(1-\beta)2^{1-2\beta}} \left( \tau_{E}(\alpha) \right)^\beta$$

$$\tau_{E}(\alpha) = -\frac{\eta_{0}}{G_{0}} \frac{\Gamma(\alpha)}{\Gamma(-\alpha)}$$

and $\alpha = 1 - 2\beta$ for the EV material, whereas:

$$C_\beta := C_{\beta V} = \frac{G_{0}\Gamma(1-\beta)}{\Gamma(2-2\beta)\Gamma(\beta)2^{2\beta-1}} \left( \tau_{V}(\alpha) \right)^\beta$$

$$\tau_{V}(\alpha) = -\frac{\eta_{0}}{G_{0}} \frac{\Gamma(-\alpha)}{\Gamma(\alpha)}$$

and $\alpha = 2\beta - 1$ for the VE material, where the terms $\tau_{E}(\alpha), \tau_{V}(\alpha)$ are dimensionally a relaxation time. This result shows that the mechanical models analyzed above and formed by a proper
arrangement of springs and dashpots with mechanical parameters decaying with power-law provides exactly a rheological model in terms of fractional derivatives.

It is worth noting, with the aid of the normalized creep function $J(t) = J_0 C_\beta \Gamma(1 + \beta) = t^\beta$ (see Figure 5), that the value $\beta = 1/2$ of the derivation order separates two different ranges for the material behavior. In the range $1/2 \leq \beta \leq 1$ the viscosity prevails, the elastic phase decreases with increasing $\beta$ and then it is appropriate to define such materials as VE. The corresponding mechanical model is composed by an elastic indefinite column undergoing shearing and resting on a bed of linear dashpots. The second behavior is characterized by $0 \leq \beta \leq 1/2$ in which the elastic phase prevails with decreasing $\beta$, and then it is appropriate to define these materials as EVs. The corresponding mechanical model is described as an unbounded column of viscous fluid resting on a bed of linearly independent springs.

The critical value of the fractional derivation order $\beta = 1/2$ may be also obtained as a limit case for the two different models described above.
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The introduction of \( z \)-axis discretization yields discrete mechanical fractances both for EV and VE cases (Figure 6) with stiffness and damping coefficients that for EV case read:

\[
\begin{align*}
k_{E,j} &= G_E(j \Delta z) \Delta z = \frac{\eta_0}{\Gamma(1 + \alpha)} (j \Delta z)^{-\alpha} \Delta z \\
c_{E,j} &= \frac{\eta_E(j \Delta z)}{\Delta z} = \frac{G_0}{\Gamma(1 - \alpha)} (j \Delta z)^{-\alpha}.
\end{align*}
\]

(12a)

(12b)

Hence, the equilibrium equations are provided in the following form:

\[
\begin{align*}
\sigma(t) &= k_0 \gamma_1 - c_0 \dot{\gamma}_0 \\
k_j \gamma_j - c_j \dot{\gamma}_j + c_{j-1} \dot{\gamma}_{j-1} &= 0
\end{align*}
\]

(13)

where \( \Delta \gamma_{j+1} = \gamma_{j+1} - \gamma_j \). May be shown that as \( \Delta z \to 0 \) and \( h \to \infty \) (13) reverts to the governing equation in (7b). Similar considerations hold for VE models as we select the spring coefficient of the model in (6b) as follows:

\[
\begin{align*}
k_{V,j} &= G_V(z) \Delta z = \frac{G_0}{\Gamma(1 - \alpha)} j^{-\alpha} \Delta z^{-\alpha} \\
c_{V,j} &= \eta_V(z) \Delta z = \frac{\eta_0}{\Gamma(1 + \alpha)} j^{-\alpha} \Delta z^{-\alpha} \Delta z,
\end{align*}
\]

(14a)

(14b)

while the equilibrium equation are:

\[
\begin{align*}
\sigma(t) &= c_0 \gamma_0 - k_0 \dot{\gamma}_1 \\
c_j \dot{\gamma}_j - k_j \dot{\gamma}_j + k_{j-1} \dot{\gamma}_{j-1} &= 0
\end{align*}
\]

(15)

where \( \Delta \gamma_{j+1} = \gamma_{j+1} - \gamma_j \).

The discretized version of the equilibrium equations may be cast in a compact form for EV and VE, namely:

\[
\begin{align*}
p_E A \dot{\gamma} + q_E B \gamma &= v \sigma(t) \\
p_v B \dot{\gamma} + q_v A \gamma &= v \sigma(t),
\end{align*}
\]

(16a)

(16b)

where \( p \) and \( q \) are constant coefficients only depending on discretization increment \( \Delta z \), \( \gamma \) is the vector of displacement at each layer of discretization, \( v \sigma(t) \) is the vector of applied stress, and:

\[
\begin{align*}
p_E &= \frac{\eta_0}{\Gamma(1 - \alpha)} \Delta z^{-1(1+\alpha)} \\
p_v &= \frac{\eta_0}{\Gamma(1 + \alpha)} \Delta z^{1-\alpha} \\
q_E &= \frac{G_0}{\Gamma(1 + \alpha)} \Delta z^{1-\alpha} \\
q_v &= \frac{G_0}{\Gamma(1 - \alpha)} \Delta z^{(1+\alpha)} \\
\gamma &= [\gamma_1 \ \gamma_2 \ldots \gamma_n]^T \\
v &= [1 \ 0 \ldots 0]^T,
\end{align*}
\]

(17a)

(17b)

(17c)

Here the matrices \( A \) and \( B \) are defined as follows:

\[
A_{i,j} = \begin{cases} 
(i - 1)^{-\alpha} + i^{-\alpha} & i = j \\
-i^{-\alpha} & (j - i) = 1 \text{ with } j > i \\
-j^{-\alpha} & (i - j) = 1 \text{ with } i > j \\
0 & \text{other}
\end{cases}
\]

\[
A = \begin{bmatrix}
1^{-\alpha} & -1^{-\alpha} & 0 & \ldots & 0 \\
1^{-\alpha} & 1^{-\alpha} + 2^{-\alpha} & 2^{-\alpha} & \ldots & 0 \\
0 & 2^{-\alpha} & 2^{-\alpha} + 3^{-\alpha} & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & (n-1)^{-\alpha} + n^{-\alpha}
\end{bmatrix}
\]

(18)
We note that $B$ is actually positive definite and, hence, invertible. In the sequel we will report analysis and solutions for both elastoviscous and viscoelastic materials.

We now focus our attention on EV case. The solution of the system of differential equations in (16a) will be obtained introducing the following change of coordinate:

$$x = B^{\frac{1}{2}} \gamma$$

By left-multiplying both sides of (16a) by $B^{-\frac{1}{2}}$, we obtain:

$$p_E \dot{D} x + q_E I x = B^{\frac{1}{2}} v \sigma(t),$$

where $D = B^{-\frac{1}{2}} A B^{-\frac{1}{2}}$ is the dynamical matrix, and it is symmetric and positive and $I$ is the identity operator. This equation may be studied making use of $\Phi$ (where each column is an eigenvector of $D$), which has the following properties:

$$\Phi^T D \Phi = \Lambda$$

$$\Phi^T \Phi = I,$$

where $\Lambda$ is the diagonal matrix of the eigenvalues $\lambda_i > 0$ of $D$. In order to obtain a decoupled set of equations, the modal transformation $x = \Phi y$ is performed; henceforth by left-multiplying for $\Phi^{-1} = \Phi^T$, the following modal equation arises:

$$p_E \dot{\Lambda} y + q_E y = \Phi^T v \sigma(t)$$

where $B^{\frac{1}{2}} v = v$ for the special form both of $B$ and $v$.

Following the same steps with the same assumptions the governing equation for VE discrete model read as follows:

$$p_V \dot{y} + q_V \Lambda y = \Phi^T v \sigma(t).$$

In the modal space, the $j^{th}$ equation of each model takes the following form:

$$\dot{y}_j + \frac{q_E}{p_E \lambda_j} y_j = \frac{\phi_{1,j}}{p_E \lambda_j} \sigma(t)$$

$$\frac{p_V}{q_V \lambda_j} \dot{y}_j + y_j = \frac{\phi_{1,j}}{q_V \lambda_j} \sigma(t),$$

where $\phi_{1,j}$ is the first element of the $j^{th}$ eigenvector of the dynamical matrix $D$. Equations (25) are analog to the ones governing the evolution of a generic Kelvin-Voigt element with viscous coefficient $a_E := 1 (a_V := p_V/(q_V \lambda_j), \text{ elastic spring } b_E := q_E/(p_E \lambda_j) > 0 (b_V := 1), \text{ and forced by } \sigma_j := f_j \sigma(t) :$

$$a_j \dot{y}_j + b_j y_j = f_j \sigma(t) \quad j = 1, 2, \ldots, n;$$

the previous statement allows for detecting the relaxation time of each level as the ratio $\tau_j = b_j/a_j$. In equation (26) the magnitude modal-load coefficients are defined as follows:

$$f_j := \begin{cases} f_E = \frac{\phi_{1,j}}{p_E \lambda_j} & \text{EV} \\ f_V = \frac{\phi_{1,j}}{q_V \lambda_j} & \text{VE} \end{cases}$$
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Setting the initial condition properly as
\[ y(0) = \Phi^T B^{\frac{1}{2}} \gamma(0) \] (28)
the complete solution of differential equation of Kelvin-Voigt model in the modal space reads:
\[ y(t) = y_j(0) e^{-\frac{h_j}{a_j} t} + \frac{f_j}{a_j} \int_0^t e^{-\frac{h_j}{a_j} (t-\tau)} \sigma(\tau) d\tau, \] (29)
where \( y_j(0) \) is the \( j \)th element of initial values vector \( y(0) \); yielding the displacement vector of the fractance as:
\[ \gamma(t) = B^{-\frac{1}{2}} \Phi y(t). \] (30)

The displacement at the top of the mechanical model is provided by the first element of the solution vector \( \gamma(t) \). In order to separate such a displacement from the rest of the response, one can make use of the vector \( v \) defined before, i.e. \( \gamma(t) = v^T \gamma(t) \).

Inspection of (25) shows that the dynamical system in the modal space is described by a set of decoupled, linear, one-degree of freedom system with different relaxation times \( \tau_j \). Such a consideration shows that the continuous spectrum relaxation function of FHM may be properly discretized in a set of spectral rows corresponding to relaxation times \( \tau_j \), \( (j = 1, 2, \ldots, n, \ldots) \).

The capability of the model may be shown for EV and VE forced by a constant force \( \sigma(t) = \sigma_0 = U(t) \). The solution of generic Kelvin-Voigt for a quiescent system at its starting time (i.e. the initial conditions are zero for each layer) in modal space reads as follows:
\[ y_j(t) = f_j \sigma_0 \left( 1 - e^{-\frac{h_j}{a_j} t} \right) \]

In particular, Figure 8a shows the influence of the number of layer \( n \) (using \( \beta = 0.4 \) and \( \Delta z = 0.001 \)). Figure 8b shows the influence of \( \Delta z \) (using \( \beta = 0.4 \) and \( n = 500 \)). It may be observed that as soon as more layers are considered the solution converges towards the exact expression of a fractional integral. At last, the exact and discrete solutions are compared for several values of \( \beta \) studying both EV case \( (n = 1500, \Delta z = 0.001) \) and VE case \( (n = 1500, \Delta z = 0.02) \), as depicted in Figure 8c and Figure 8d respectively. It is interesting to note that the predicted response for VE needs a lower discretization step to match the exact one.

We may summarize our analysis by recalling that we showed that the mechanical model yields a power-law creep function and that the discretized model involves a discretized time spectrum. In this regard we may consider that FHM as a continuum counterpart of 1D linearly independent \( n \) degree of freedom system with decaying stiffness and viscosity. This behavior will be used in Section 5 to address bone hereditary response.
5. POWER-LAW HEREDITARINESS OF FRACTAL MODELS OF BONES

The mechanical picture of power-law hereditariness of FHM that we reported in previous Sections does not correspond to the material organization of bone.

In this Section the authors will provide a fractal geometrical model of material specimen that corresponds to a power-law creep/relaxation function. A relation among the fractal geometric dimension of the material specimen and the exponent of the power-law is obtained. Details about fractal geometry and fractal dimension has been reported in Appendix B.

To this aim let us consider a material specimen of length measure $L_0$ and squared cross section of side length $b_0$ at the macroscopic observation scale. Let us assume, moreover, that material specimen involves several, self-similar, scale-dependent microstructures that appear with the refinement of the observation scale. Each microstructure is constituted by a bundle of longitudinal fibers of length $L_j = L_0 / \varepsilon_j$, with $\varepsilon_j$ the resolution factor, $j = 1, 2, \ldots$, the resolution level, and $\Delta \varepsilon$ the resolution interval. Let us assume that the the cross-sectional area measure of the self-similar microstructure is scale-invariant and that it presents more and more details with the refinement of the observation scale. As a consequence, more and more detailed cross-section is present for the microstructure observed for the $\varepsilon_{j+1}$ resolution with respect to the microstructure appearing at the $\varepsilon_j$ scale.

The requirement of self-similarity, scale-invariance measure in conjunction with the presence of more details of the microstructured cross-section yields that it must belong to a more general class of geometrical sets with respect to the Euclidean objects. An example of such class are the lacunar-type fractal sets. In Figure 9 we reported the geometrical architecture of a Sierpinski carpet, a specific precursor of fractals of side $b_0$. According to the definition of fractal dimension and fractal measure, the Sierpinski carpet has measure equal to $b_0^d / \Gamma(d - 1)$, with $1 \leq d = \frac{\log(8)}{\log(3)} \leq 2$ which denotes the anomalous Hausdorff dimension. The case $d = 2$ corresponds to the well-known Euclidean set with measure $b_0^d$. As we increase the observation scale of a fractal $\varepsilon_j = j \Delta \varepsilon$, where $j = 1, 2, \ldots$ and $\Delta \varepsilon$ is the resolution interval, the fractal cross-section shows a smaller self-similar geometrical architecture still maintaining the same overall measure of the fractal cross-section area $b_0^d / \Gamma(d - 1)$. 

Figure 8. The influence of parameters on discrete solution and its match with exact values for several values of $\beta$ ($\eta_0 = 1$, $G_0 = 1$, $\sigma_0 = 1$, $\gamma_0 = 0$).
In this context, as we refine the resolution scale of a factor $\varepsilon_j$ to observe the $j^{th}$ microstructure, we identify geometric elements with measure $(b/\varepsilon_j)^d = b_0^d \varepsilon_j^{-d}/\Gamma(d-1)$.

We assume that the microstructure fibers are composed by a two-phase material: i) a purely elastic, Hookean solid phase with Young modulus $E_0$ and; ii) a purely viscous, Newtonian fluid phase with viscosity coefficient $\eta_0$. Let us assume that the dense space around singular points of the fractal support is occupied by the viscous phase, whereas the pores of the cross-sections are filled by the elastic phase. Since the cross-section of the material specimen possesses anomalous dimension, a scale-dependent damping coefficient $c_j$ and stiffness of the $j^{th}$ microstructure, is involved. Indeed, as we refine the observation scale of factor $\varepsilon_j$ and we measure the cross-section area at this new resolution, we must rescale the length measure of a factor $\varepsilon_j^{d/2}$ to maintain the same overall measure. This geometrical consideration yields that the scaling law of stiffness and damping coefficients of the material read (see [15] for details):

$$c_j = \frac{\eta_0 b_0^d \varepsilon_j^{-d}}{L_j \Gamma(d-1)} = \frac{\eta_0 b_0^d \varepsilon_j^{1-d}}{L_0 \Gamma(1-d)}$$

$$k_j = \frac{E_0 b_0^d \varepsilon_j^{-d}}{L_0 \Gamma(d)} = \frac{E_0 b_0^d \varepsilon_j^{1-d}}{L_0 \Gamma(1-d)}$$

where $\eta_d = \eta_0 b_0^{2-d} \Gamma(d-1)/\Gamma(1-d)$ and $E_d = E_0 b_0^{2-d} \Gamma(d-1)/\Gamma(1-d)$ is the anomalous viscosity coefficient.

Copyright © 2013 John Wiley & Sons, Ltd.

The presence of a material microstructure that is maintained, as we refine the observation scale, together with a new microstructure appearing at smaller scales involves a connection among the different microstructures as observed by the mechanical fractance in Figure 9. To this aim we reported in Figure 9 the micromechanical fractal tree corresponding to section A-A of the Sierpinsky carpet modelling the EV and VE Material, respectively. The elastic (for VE material), as well as the viscous (for EV material), phase are distributed among scales in a self-similar fashion, filling pores with an Hookean or Newtonian material, respectively.
It must be remarked that, as we consider the presence of self-similar microstructures appearing at different observation scales, still maintaining previously observed microstructures, is not corresponding to the classical mechanical discussions on fractal sets. Indeed the introduced material model is not equivalent to the analysis of a fractal-like solid that involves, instead different microstructures at different scales without any interaction among the scales.

The kinematic degrees of freedom of the microstructure observed at different scales are defined as $u_j$ and, in this regard, the mechanical fractance is fully equivalent to a mechanical hierarchical assembly of viscous dashpots with damping coefficients $c_j$ externally restrained by linear springs with stiffness coefficients $k_j$ as reported in Figure 10:

The balance of linear momentum involves contributions from the $j - 1$ and $j + 1$ observation scales and, the system of differential equation ruling the time-evolution of the microstructure displacements may be written as:

\[
\begin{align*}
F &= c_1 (\dot{u}_1 - \dot{u}_2) + k_1 u_1 \\
&= \frac{\Delta \varepsilon}{c_1} (\dot{u}_1 - \dot{u}_2) + k_1 u_2 \Delta \varepsilon \\
&= c_2 (\dot{u}_2 - \dot{u}_3) + \frac{\Delta \varepsilon}{c_2} (\dot{u}_3 - \dot{u}_4) + k_2 u_3 \Delta \varepsilon \\
&\vdots \\
&= c_{j-1} (\dot{u}_{j-1} - \dot{u}_j) + \frac{\Delta \varepsilon}{c_{j-1}} (\dot{u}_j - \dot{u}_{j+1}) + k_{j-1} u_{j+1} \Delta \varepsilon \\
&\vdots
\end{align*}
\]

The use of the Laplace transform allows for solving the system reported in (32) in the following form:

\[
\tilde{u}_1(s) = \frac{\tilde{F}(s)}{k_1 f_1 - \tilde{\tau}_1 \tilde{\tau}_2 - \tilde{\tau}_2 \tilde{\tau}_3 - \cdots - \tilde{\tau}_{j-1} \tilde{\tau}_j - \cdots}
\]

where the symbol denoting the continued fractions was used (see Appendix C for more details). In (33) we defined the quantities $\tilde{\tau}_j = s \tilde{\tau}_j / \tilde{k}_j$, $f_j = 1 + r_j + \tilde{\tau}_j$ and $r_j = s \tilde{\tau}_{j-1} / \tilde{k}_j$ in order to get a compact form of the expression, where $\tilde{k}_j = k_j \Delta \varepsilon$ and $\tau_j = \tilde{c}_j / \Delta \varepsilon$. Moreover, the quantity $\tilde{\tau}_j$ represent the relaxation time at the $j^{th}$ observation scale. The substitution in (32) of the stiffness $k_j$ and the viscosity $c_j$ using (14a) and (14b), respectively, and replacing $\Delta z$ with $\Delta \varepsilon$ yields the following differential equation as $\Delta \varepsilon \rightarrow 0$:

\[
\frac{E_0}{\Gamma(1 - d)} \varepsilon^{1-d} u(\varepsilon, t) = \frac{\partial}{\partial \varepsilon} \left[ \frac{\eta_0}{\Gamma(1 - d)} \varepsilon^{1-d} \frac{\partial u(\varepsilon, t)}{\partial \varepsilon} \right]
\]

with boundary conditions stated as:

\[
\begin{align*}
u(\infty, t) &= 0 \quad (35a) \\
F &= \lim_{\varepsilon \to 0} \frac{\eta_0}{\Gamma(1 - d)} b \frac{\partial u}{\partial \varepsilon} \varepsilon^{1-d}, \quad (35b)
\end{align*}
\]
(see Sect. IV in [15] for an analog derivation). The observation of (34,35) shows that assuming \( \alpha = d - 1 \), the solution for \( \varepsilon \to 0 \) yields a displacement-force rheological relation as:

\[
F_0 = C_\beta \left( D_{0^+}^d u \right) (t)
\]

with a relation among the decaying coefficient \( \beta \), the proportionality coefficient \( C_\beta \) and the fractal dimension of the cross-section area that reads:

\[
\beta = \frac{(1-\alpha)}{2} = \frac{(2-d)}{2}, \quad C_\beta = \frac{G_0 \Gamma(2-d)}{\Gamma(2) \Gamma(d/2)^{2-d}} \left( \tau_e(\alpha) \right)^{(2-d)}
\]

with \( \tau_e(\alpha) = -\frac{\mu_0 \Gamma(d-1)}{\Gamma(1-d)} \). We observe that, as \( d = 2 \), the Euclidean dimension of the cross-section yields a perfectly elastic material. In case \( d = 1 \), instead a fractional hereditary material at critical state, that is with exponent \( \beta = 1/2 \), is obtained.

The case involving VE material, i.e. with \( 1/2 \leq \beta \leq 1 \) may be dealt with similar arguments yielding a relation among the power-law exponent and the fractal dimension as \( \beta = d/2 \). More details about the fractal representation of material hereditariness will be reported in a forthcoming paper [43].

Summing up, we observed that, introducing a fractal geometric description of the microstructure of material specimen, a relation among the power-law exponent of creep/relaxation function and the fractal dimension of the geometric cross-section may be obtained.

As the relation among Hausdorff dimension and power-law exponent has been established the application may be devoted to a fractal model of the bone tissue hereditariness. Indeed in Figure 11c we reported the Hausdorff dimension of a rat femurial cross-section trabecular structure at resolution scales (\( \mu m - \mu m \)).

The fractal dimension have been obtained, by an isthological specimen of bone tissue of a bone head after a period in formalin for 24 hours. Bone specimen have been then decalcified in EDTA with an acid tampon and, furthermore reconditioning have been performed with Phosphate Buffered Saline (PBS). The specimen have been also immersed in alchoolical solutions with different concentrations,left in xilene solution, and immersed in paraffine at 60 \(^\circ\)C for two hours.

The observation of the prepared bone tissue specimen have been performed on an optical microscope after coloration of the bone marrow with emathossiline-eosin and observed in the range from 10x to 40x with a Leica DM 5000 B with camera CCD Leica 3000 F as in Figure 11a. The observed images have been then recomposed to cover the entire rat femurial head and the evaluation of the fractal dimension of the bone head has been performed on a binary image conversion as in Figure 11b. The fractal dimension have been obtained by means of the box-counting method (see Appendix B for more details) obtaining, for the different specimen analized, fractal dimension in the range \( \Delta_r = 1.70 - 1.83 \). A representation of the fractal dimension has been reported in the Log-Log representation in Figure 11c.

With the estimated values of Hausdorff dimension \( \Delta_r \) we may conclude that the cross-sectional area of a bone head is not Euclidean and, by recalling previous arguments, a relation among the fractal dimension and the creep/relaxation exponent may be provided (with \( \Delta_r = 1.83 \)) as \( \beta = (2-d)/2 = (2 - \Delta_r)/2 = 0.085 \). This value is very close to the estimated one for \( \beta \), obtained from macroscopic mechanical experimental tests as reported in Section 2 on different bone tissues specimens.

However, it may be observed that the bone tissue has a hierarchical self-organization and that, at different resolution scales, different geometric structures may be observed [8]. Indeed, bones are not true fractal since they do not posses a self-similar organization at every resolution scale and, therefore, a fractal model of bone tissue may be only a rough approximation.

In this regard, we observe that the lack of self-similarity of real bone is limited to the difference among observed hierarchic levels of bone tissue (see Figure 12).

However, for each element of the hierarchy a specific value of the fractal dimension \( \Delta_k \), with \( k = 1, 2, \ldots, N \) (\( N \) represents the number of level of the hierarchy), may be identified. As we observe that for each level of the hierarchy an elastic and a viscous phase exists and more details in
Figure 11. (a) High resolution image of a cross-section of a health rat bone proximis femural epiphisis after chemical treatment (as defatting). (b) Image elaboration oriented to highlight the resistant section. (c) Evaluation of the fractal dimension using the box-counting method (see Appendix B for more details).

Figure 12. (a) Bone Lamellae scale. (b) Collagen fibers scale. (c) Collagen fibrils scale.

their separation may be obtained increasing the resolution scale, within the range of the observed hierarchical structure a relation as \( \beta_k = (2 - \Delta_k)/2 \) may be provided. In this case a model involving linear combinations of power-laws with \( C_{\beta_1} t^{\beta_1} + C_{\beta_2} t^{\beta_2} + \ldots \) may be build providing a better estimate of creep and relaxation functions. Details about this possibility to model material behavior will be reported elsewhere.

We conclude this Section observing that the FHM model with a single power-law with exponent \( \overline{\beta} \) may represent the creep/relaxation of a multiple hierarchic fractal geometry with averaged dimension \( \overline{\Delta} = \left( \sum_{k=1}^{N} p_k \Delta_k \right)/N \) with \( 0 \leq \beta_k \leq 1 \) and \( p_k, k = 1, 2, \ldots, N \) weighting coefficients \( 0 \leq p_k \leq 1 \) useful to provide the influences of the \( j^{th} \) scale to the overall hereditariness of material specimen. In this latter case the value of the exponent of the power-law creep/relaxation may be obtained as \( \overline{\beta} = (2 - \overline{\Delta})/2 \).

6. CONCLUSIONS

Mineralized biological tissues, like bones, tendons and ligaments, must provide carrying-load capacity in mammalian organism. In this regard the mechanical behavior of these tissues as of other highly functionalized tissues are very important in biomedical engineering. Indeed, the main feature that biomedical devices must possess have high compatibility with directly interacting biological tissues. For natural and artificial bone-like structures, this feature involves similar stiffness, strength and toughness among in vivo and artificial devices. The bones can grow, change their form during their life and self-heal after a fracture, renewing through a remodeling process. All these processes are regulated by mechanical, hormonal and physiological signals. In particular osteocytes basic remodelling is mainly led by mechanical transduction through strain/energy density in bone tissue.
and, henceforth, the hereditariness of mineralized biological tissue is a crucial aspect to detect the speed of bone reformations as well as to predict its interactions with artificial devices.

In this study the authors aimed to face this problem in the advanced framework of fractal geometry and fractional-order calculus. Indeed, macroscopic hereditariness of bone tissue is well fit by power-law relaxation and creep functions, yielding stress and strain constitutive behavior in terms of the so-called fractional order integral and derivatives. It is shown that the power-law functions experienced in mechanical tests at macroscale may be captured by a fractal scaling of the microstructure cross-section. Indeed it has been shown that material specimen involving a self-similar microstructure at any observation scale with anomalous scaling is strictly related with a mechanical hierarchic model. As the presence of two-phases, a purely viscous one and a purely elastic one is involved, then a relation among the fractional-differentiation order and the anomalous geometrical scaling of the cross-section is obtained. Some experimental tests on a rat femoral head from macro-to-micro scales has shown that bone cross-section possesses anomalous scaling and a model of fractal-type bone microstructure may be introduced. The relation among the fractional-order derivation index and the fractal dimension of bone model has been established and, by means of the measured value of the fractal dimension, the fractional-order index obtained is very close to its estimates from mechanical tests. Proper details and generalizations will be reported in forthcoming papers [43].
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APPENDIX A. FUNDAMENTAL DEFINITIONS OF FRACTIONAL ORDER CALCULUS

Fractional calculus may be considered the extension of the ordinary differential calculus to non-integer powers of derivation orders (e.g. see [13, 14]). In this Appendix we address some basic notions about this mathematical tool.

The Euler-Gamma function \( \Gamma(z) \) may be considered as the generalization of the factorial function since, as \( z \) assumes integer values as \( \Gamma(z + 1) = z! \) and it is defined as the result of the integral as follows:

\[
\Gamma(z) = \int_0^\infty e^{-x} x^{z-1} \, dx.
\] (A1)

The Riemann-Liouville fractional integrals and derivatives with 0 < \( \beta < 1 \) of functions defined on the entire real axis \( \mathbb{R} \) have the following forms:

\[
\left( I_+^\beta f \right)(t) = \frac{1}{\Gamma(\beta)} \int_{-\infty}^t \frac{f(\tau)}{(t-\tau)^{1-\beta}} \, d\tau
\] (A2a)

\[
\left( D_+^\beta f \right)(t) = \frac{1}{\Gamma(1-\beta)} \frac{d}{dt} \int_{-\infty}^t \frac{f(\tau)}{(t-\tau)^\beta} \, d\tau.
\] (A2b)

The Riemann-Liouville fractional integrals and derivatives with 0 < \( \beta < 1 \) of functions defined over intervals of the real axis, namely \( f(t) \) such that \( t \in [a, b] \subset \mathbb{R} \), have the following forms:

\[
\left( I_+^\beta f \right)(t) = \frac{1}{\Gamma(\beta)} \int_a^t \frac{f(\tau)}{(t-\tau)^{1-\beta}} \, d\tau
\] (A3a)

\[
\left( D_+^\beta f \right)(t) = \frac{f(a)}{\Gamma(1-\beta)(t-a)^\beta} + \frac{1}{\Gamma(1-\beta)} \int_a^t \frac{f'(\tau)}{(t-\tau)^\beta} \, d\tau.
\] (A3b)
The relation (A3b) is a direct consequence of Corollary of Lemma 2.1 in [14] (p.32). Beside Riemann-Liouville fractional operators defined above, another class of fractional derivative that is often used in the context of fractional viscoelasticity is represented by Caputo fractional derivatives defined as:

$$\left( cD^\beta_a f \right) (t) := \Gamma(m-\beta) \left( D^m_a f \right) (t) \quad m-1 < \beta < m$$

(A4)

and whenever 0 < \beta < 1 it reads as follows:

$$\left( cD^\beta_a f \right) (t) = \frac{1}{\Gamma(1-\beta)} \int_a^t (t-\tau)^{\beta-1} f'(\tau) d\tau.$$  

(A5)

A closer analysis of (A3b) and (A5) shows that Caputo fractional derivative coincides with the integral part of the Riemann-Liouville fractional derivative in bounded domain. Moreover, the definition in (A4) implies that the function \( f(t) \) has to be absolutely integrable of order \( m \) (e.g. in (A5) the order is \( m = 1 \)). Whenever \( f(a) = 0 \) Caputo and Riemann-Liouville fractional derivatives coalesce.

Similar considerations hold true also for Caputo and Riemann-Liouville fractional derivatives defined on the entire real axis. Caputo fractional derivatives may be consider as the interpolation among the well-known, integer-order derivatives, operating over functions \( f(\cdot) \) that belong to the class of Lebesgue integrable functions \( f(\cdot) \in L^1 \) as a consequence, they are very useful in the mathematical description of complex system evolution.

It is worth introducing integral transforms for fractional operators. Similarly to classical calculus, the Laplace integral transform \( \mathcal{L}(\cdot) \) is defined in the following forms:

$$\mathcal{L} \left( \left( D^\beta_0 f \right) (t) \right) = s^\beta \mathcal{L}[f(t)] = s^\beta \tilde{f}(s)$$  

(A6a)

$$\mathcal{L} \left( \left( I^\beta_0 f \right) (t) \right) = s^{-\beta} \mathcal{L}[f(t)] = s^{-\beta} \tilde{f}(s).$$  

(A6b)

In the same way, the Fourier integral transform \( \mathcal{F}(\cdot) \) assumes the following forms:

$$\mathcal{F} \left( \left( D^\beta_0 f \right) (t) \right) = (-i\omega)^\beta \mathcal{F}[f(t)] = (-i\omega)^\beta \tilde{f}(\omega)$$  

(A7a)

$$\mathcal{F} \left( \left( I^\beta_0 f \right) (t) \right) = (-i\omega)^{-\beta} \mathcal{F}[f(t)] = (-\omega)^{-\beta} \tilde{f}(\omega).$$  

(A7b)

We recall that the Laplace and Fourier integral transforms are defined as follows:

$$\mathcal{L}[f(t)] = \int_0^{\infty} f(t)e^{-st} dt$$  

(A8a)

$$\mathcal{F}[f(t)] = \int_{-\infty}^{\infty} f(t)e^{-i\omega t} dt.$$  

(A8b)

These mathematical tools may be very useful to solve systems of fractional differential equations, which appear more and more frequently in various research areas and engineering applications [13]. The research on electrical circuits (especially on semiintegrating circuits) was one of the first fields of application of differential equations of fractional order [91]. As example we consider the following differential equation of order \( \beta = 1/2 \):

$$\left( D^\frac{1}{2}_0 f \right) (t) + af(t) = 0$$  

(A9)

with the following initial condition

$$C = \left[ \left( D^{-\frac{1}{2}}_0 f \right) (t) \right]_{t=0}.$$  

(A10)

The use of the Laplace integral transform allows for writing the solution in the Laplace domain as follows:

$$\tilde{f}(s) = \frac{C}{s^{1/2} + a}.$$  

(A11)

Whenever the time domain is restored, the solution has the following form:

$$f(t) = Ct^{-\frac{1}{2}} E_{\frac{1}{2},\frac{1}{2}} \left( -a \sqrt{t} \right)$$  

(A12)
where $E_{\alpha,\beta}(z)$ is the Mittag-Leffler function, defined as follows:

$$E_{\alpha,\beta}(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(\alpha k + \beta)} \quad \alpha > 0, \beta > 0. \quad (A13)$$

In the textbook of Podlubny [13] (p. 21) an expression for the Laplace transform can be found in the following form

$$\mathcal{L} \left[ t^{k-1} E^{(k)}_{\frac{k}{2}, \frac{1}{2}} (a \pm \sqrt{t}) \right] = \frac{k!}{(\sqrt{a} \mp a)^{k+1}} \quad (A14)$$

where the notation $(k)$ denotes the $k^{th}$ derivative. We recognize that in (A11) $k = 0$, henceforth the time domain solution reads has the form reported in (A12).

The curious reader can find several procedures and examples on differential equations of fractional order in the complete textbooks by Podlubny [13] and Samko [14].

APPENDIX B. FUNDAMENTALS OF FRACTAL GEOMETRY

The **fractal geometry** (from the Latin word fractus, extremely divided) was introduced by Mandelbrot [92] at the end of the seventies in order to give scholars a new mathematical tool to describe real objects. The notions stated by Mandelbrot have spread in several field of research, such as chaos and financial theories [93, 94].

The particular property of the fractal objects is the self-similarity. This property means, roughly speaking, that the object may be defined as the union of smaller, self-similar copies of itself. Such a property of fractal objects may also be used to define fractals by means of self-similar transformations of the parent object. This feature has to be understood rigorously for mathematical fractals only, whereas it has to be interpreted in a statistical sense for real objects.

The measure of fractal objects as well as their dimension are the main differences with respect to their Euclidean description. The classical Euclidean objects are characterized by integer dimensions which identifies the degrees of freedom of the object in the related Euclidean space. On the contrary, the dimension of the fractal objects is different from one of the Euclidean space which encloses them; whenever the dimension of the fractal object is greater than the one of the Euclidean space it is defined lacunar, otherwise it is invasive.

Several authors [95] tried to provide a mathematical definition of fractal dimensions. The most used definitions have been addressed by Mandelbrot [92], Hausdorff and Besikovitch [96] and Minkowski [97]. The first is related to the invariance property under change of observation scale of fractal objects, whereas the latter ones depend on the coverage density of fractal object by Euclidean covers.

The Mandelbrot’s dimension $\Delta$ is strictly related to the Mandelbrot’s fundamental relation as follows:

$$N r^\Delta = L_0^\Delta \implies \Delta = \frac{\log N}{\log L_0} \quad (B1)$$

where $N$ is the number of self-similar copies when the observation scale changes, $L_0$ is the length of the parent object and $r$ is the length of the ruler.

In order to define the Hausdorff-Besikovitch dimension, it is worth to introduce the concept of Hausdorff-measure. Let $U$ be a non-empty set enclosed in $\mathbb{R}^n$. The diameter of this set is defined as the greater distance between two any points belonging to it, i.e. $|U| = \sup\{|x - y| : x, y \in U\}$. The $\delta$-cover of a fractal subset $F$ depends on the parameter $\delta$ as follows:

$$F \subset \bigcup_{i=1}^{\infty} U_i \quad |U_i| \leq \delta \quad (B2)$$

where $\delta$ represents the greater diameter allowed. Let $\alpha$ be a non-negative real number. For all $\delta \geq 0$, the Hausdorff measure is defined in the following form:

$$\mathcal{H}_\delta^{\alpha} = \lim_{\delta \to 0} \inf \left\{ \sum_{i=1}^{\infty} |U_i|^{\alpha} : |U_i| is a \delta-cover of \ F \right\}. \quad (B3)$$

The value of the limit defined in (B3) is either 0 or $\infty$, except for a specific choice of $\alpha$ in correspondence to which the curve $\mathcal{H}_\delta^{\alpha}(F)$ have a jump (see Figure 13). The Hausdorff-Besikovitch dimension $d_\mu$ of a fractal object $F$ is defined as the smaller value of $\alpha$ such that the Hausdorff measure of $F$ has zero value or,
equivalently, the greater value of $\alpha$ such that the Hausdorff measure of $F$ has infinite value:

$$d_H(F) = \alpha = \sup \{ \alpha : \mathcal{H}^\alpha (F) = \infty \} = \inf \{ \alpha : \mathcal{H}^\alpha (F) = 0 \}. \quad (B4)$$

The Hausdorff dimension is an integer number for the Euclidean objects whereas it is a real number for the fractal ones.

The last definition of dimension was proposed by Minkowski [97] and after studied by Bouligand [98] and Kolomogorov [99]. The observer selects a proper coverage box (e.g. a range, a square and a cube for 1D, 2D and 3D Euclidean spaces respectively) and computes how many objects need to completely cover the fractal object when the amplitude of the cover decreases. The computation of the slope of the best fitting straight-line in the bi-logarithmic plane allows for calculating the fractal dimension as follows:

$$d_{MB} = \lim_{\delta \to 0} \left[ \frac{D - \log F(\delta)}{\log \delta} \right] \quad (B5)$$

where $D$ is the dimension of the Euclidean space in which the object is enclosed, $\delta$ is the dimension of the cover and $F(\delta)$ is the overall coverage (union of all covers of the object). This procedure is the most used since it is easily enforced in numerical codes.

APPENDIX C. FUNDAMENTALS OF CONTINUED FRACTION

The continued fractions give an exact mathematical representation of rational and irrational numbers. For instance, the exact representation of 67/29 reads as:

$$\frac{67}{29} = 2 + \frac{1}{3 + \frac{2}{9}}. \quad (C1)$$

The use of this powerful mathematical tool is strictly related to need to find a better mathematical representation of the decimal one. The general definition of continued fraction can be expressed in the following form:

$$f = b_0 + \frac{a_1}{b_1 + \frac{a_2}{b_2 + \frac{a_3}{b_3 + \ldots}}} \quad (C2)$$

where $a_n$ and $b_n$, namely the elements of the continued fraction, are complex numbers and $a_m \neq 0$ for all $m$. The numbers $a_m$ and $b_m$ are called $m^{th}$ partial numerator and partial denominator. Whenever $a_m = 1$ for all $m$, equation (C2) is defined simple continued fraction. A more convenient form for (C2) can be written as follows:

$$f = b_0 + \frac{a_1}{b_1} + \frac{a_2}{b_2} + \frac{a_3}{b_3} + \ldots \quad (C3)$$

Let $\{a_m\}_{m \in \mathbb{N}}$ and $\{b_m\}_{m \in \mathbb{N}}$ an ordered pair of complex numbers, where $\mathbb{N}_0$ and $\mathbb{N}$ are the set of the positive integer including or not the 0 respectively. It is possible to define a linear fractional transformation as follows:

$$s_0(w) := b_0 + w \quad s_n(w) := \frac{a_n}{b_n + w} \quad n = 1, 2, 3, \ldots \quad (C4)$$

$$S_0(w) := s_0(w) \quad S_n(w) := S_{n-1}(s_n(w)) \quad n = 1, 2, 3, \ldots \quad (C5)$$
The form assumed by (C5) for a generic value of $w$ is the following:

$$S_n(w) = b_0 + \frac{a_1}{b_1 + \frac{a_2}{b_2 + \frac{a_3}{b_3 + \ddots}}} = b_0 + \frac{a_1}{b_1 + \frac{a_2}{b_2 + \frac{a_3}{b_3 + \ddots}}} = b_0 + \frac{a_1}{b_1 + \frac{a_2}{b_2 + \frac{a_3}{b_3 + \ddots}}}$$ (C6)

Whenever the number $f$ is rational the elements of the continued fraction coalesce with the Euclidean algorithm and they are finite; otherwise if $f$ is irrational the continued fraction is composed by an infinite number of elements. The $n^{th}$ approximation of an irrational number can be written as follows:

$$f_n = b_0 + \frac{a_1}{b_1 + \frac{a_2}{b_2 + \frac{a_3}{b_3 + \ddots}}}$$ (C7)

Every rational number has an essentially unique continued fraction representation.

The continued fraction have been used to give more accurate description of several mathematical functions (such as exponential, power-law, trigonometric, hyperbolic, error, Bessel functions and many other) and constants (Euler’s number, Euler’s constant, golden ratio and many other) and also in the eigen-analysis. The curious reader can find more details are deeply treated in the complete Handbook of Continued Fractions for Special Function [100].
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