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New Interior Penalty Discontinuous Galerkin Methods for

the Keller-Segel Chemotaxis Model

Yekaterina Epshteyn∗ and Alexander Kurganov†

Abstract

We develop a family of new interior penalty discontinuous Galerkin methods for the

Keller-Segel chemotaxis model. This model is described by a system of two nonlinear PDEs:

a convection-diffusion equation for the cell density coupled with a reaction-diffusion equa-

tion for the chemoattractant concentration. It has been recently shown that the convective

part of this system is of a mixed hyperbolic-elliptic type, which may cause severe instabil-

ities when the studied system is solved by straightforward numerical methods. Therefore,

the first step in the derivation of our new methods is made by introducing the new variable

for the gradient of the chemoattractant concentration and by reformulating the original

Keller-Segel model in the form of a convection-diffusion-reaction system with a hyperbolic

convective part. We then design interior penalty discontinuous Galerkin methods for the

rewritten Keller-Segel system. Our methods employ the central-upwind numerical fluxes,

originally developed in the context of finite-volume methods for hyperbolic systems of con-

servation laws.

In this paper, we consider Cartesian grids and prove error estimates for the proposed

high-order discontinuous Galerkin methods. Our proof is valid for pre-blow-up times since

we assume boundedness of the exact solution. We also show that the blow-up time of the

exact solution is bounded from above by the blow-up time of our numerical solution. In

the numerical tests presented below, we demonstrate that the obtained numerical solutions

have no negative values and are oscillation-free, even though no slope limiting technique

has been implemented.
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1 Introduction

The goal of this work is to design new Discontinuous Galerkin (DG) methods for the two-
dimensional (2-D) Keller-Segel chemotaxis model, [13, 28, 29, 30, 35, 37]. The DG methods have
recently become increasingly popular thanks to their attractive features such as:
• local, element-wise mass conservation;
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• flexibility to use high-order polynomial and non-polynomial basis functions;
• ability to easily increase the order of approximation on each mesh element independently;
• ability to achieve almost exponential convergence rate when smooth solutions are captured on
appropriate meshes;
• block diagonal mass matrices, which are of great computational advantage if an explicit time
integration is used;
• suitability for parallel computations due to (relatively) local data communications;
• applicability to problems with discontinuous coefficients and/or solutions;
• The DG methods have been successfully applied to a wide variety of problems ranging from
the solid mechanics to the fluid mechanics (see, e.g., [3, 7, 14, 15, 17, 20, 22, 40] and references
therein).

In this paper, we consider the most common formulation of the Keller-Segel system [13], which
can be written in the dimensionless form as

{
ρt + ∇ · (χρ∇c) = ∆ρ,
ct = ∆c− c+ ρ,

(x, y) ∈ Ω, t > 0, (1.1)

subject to the Neumann boundary conditions:

∇ρ · n = ∇c · n = 0, (x, y) ∈ ∂Ω.

Here, ρ(x, y, t) is the cell density, c(x, y, t) is the chemoattractant concentration, χ is a chemo-
tactic sensitivity constant, Ω is a bounded domain in R

2, ∂Ω is its boundary, and n is a unit
normal vector.

It is well-known that solutions of this system may blow up in finite time, see, e.g., [26, 27] and
references therein. This blow-up represents a mathematical description of a cell concentration
phenomenon that occurs in real biological systems, see, e.g., [1, 8, 10, 11, 16, 38].

Capturing blowing up solutions numerically is a challenging problem. A finite-volume, [21],
and a finite-element, [34], methods have been proposed for a simpler version of the Keller-Segel
model, {

ρt + ∇ · (χρ∇c) = ∆ρ,
∆c− c+ ρ = 0,

in which the equation for concentration c has been replaced by an elliptic equation using an
assumption that the chemoattractant concentration c changes over much smaller time scales
than the density ρ. A fractional step numerical method for a fully time-dependent chemotaxis
system from [41] has been proposed in [42]. However, the operator splitting approach may not
be applicable when a convective part of the chemotaxis system is not hyperbolic, which is a
generic situation for the original Keller-Segel model as it was shown in [12], where the finite-
volume Godunov-type central-upwind scheme was derived for (1.1) and extended to some other
chemotaxis and haptotaxis models.

The starting point in the derivation of the central-upwind scheme in [12] was rewriting the
original system (1.1) in an equivalent form, in which the concentration equation is replaced with
the corresponding equation for the gradient of c:

{
ρt + ∇·(χρw) = ∆ρ,
wt −∇ρ = ∆w − w,

w ≡ (u, v) := ∇c.
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This form can be considered as a convection-diffusion-reaction system

Ut + f(U)x + g(U)y = ∆U + r(U), (1.2)

where U := (ρ, u, v)T , f(U) := (χρu,−ρ, 0)T , g(U) := (χρv, 0,−ρ)T , and r(U) := (0,−u,−v)T .
The system (1.2) is an appropriate form of the chemotaxis system if one wants to solve it
numerically by a finite-volume method. Even though the convective part of the system (1.2) is
not hyperbolic, some stability of the resulting central-upwind scheme was ensured by proving its
positivity preserving property, see [12].

A major disadvantage of the system (1.2) is a mixed type of its convective part. When a
high-order numerical method is applied to (1.2), a switch from a hyperbolic region to an elliptic
one may cause severe instabilities in the numerical solution since the propagation speeds in the
elliptic region are infinite. Therefore, in order to develop high-order DG methods for (1.1), we
rewrite it in a different form, which is suitable for DG settings:

ρt + (χρu)x + (χρv)y = ∆ρ, (1.3)

ct = ∆c− c + ρ, (1.4)

u = cx, (1.5)

v = cy, (1.6)

where the new unknowns ρ, c, u, v satisfy the following boundary conditions:

∇ρ · n = ∇c · n = (u, v)T · n = 0, (x, y) ∈ ∂Ω. (1.7)

The new system (1.3)–(1.6) may also be considered as a system of convection-diffusion-reaction
equations

kQt + F(Q)x + G(Q)y = k∆Q + R(Q), (1.8)

where Q := (ρ, c, u, v)T , the fluxes are F(Q) := (χρu, 0,−c, 0)T and G(Q) := (χρv, 0, 0,−c)T ,
the reaction term is R(Q) := (0, ρ− c,−u,−v), the constant k = 1 in the first two equations in
(1.8), and k = 0 in the third and the fourth equations there. As we show in §3, the convective
part of the system (1.8) is hyperbolic.

In this paper, we develop a family of high-order DG methods for the system (1.8). The proposed
methods are based on three primal DG methods: the Nonsymmetric Interior Penalty Galerkin
(NIPG), the Symmetric Interior Penalty Galerkin (SIPG), and the Incomplete Interior Penalty
Galerkin (IIPG) methods, [4, 18, 19, 39]. The numerical fluxes in the proposed DG methods are
the fluxes developed for the semidiscrete finite-volume central-upwind schemes in [32] (see also
[31, 33] and references therein). These schemes belong to the family of non-oscillatory central
schemes, which are highly accurate and efficient methods applicable to general multidimensional
systems of conservation laws and related problems. Like other central fluxes, the central-upwind
ones are obtained without using (approximate) Riemann problem solver, which is unavailable for
the system under consideration. At the same time, a certain upwinding information—one-sided
speeds of propagation—is incorporated into the central-upwind fluxes.

We consider Cartesian grids and prove the error estimates for the proposed high-order DG
methods under the assumption of boundedness of the exact solution. We also show that the
blow-up time of the exact solution is bounded from above by the blow-up time of the solution of
our DG methods. In numerical tests presented in §6, we demonstrate that the obtained numerical
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solutions have no negative values and are oscillation-free, even though no slope limiting technique
has been implemented. We also demonstrate a high order of numerical convergence, achieved
even when the final computational time gets close to the blowup time and the spiky structure of
the solution is well developed.

The paper is organized as follows. In §2, we introduce our notations and assumptions, and
state some standard results. The new DG methods are presented in §3. The consistency and
error analysis of the proposed methods are established in Sections 4 and 5 (some proof details
are postponed to Appendix A). Finally, in §6, we perform several numerical experiments.

2 Assumptions, Notations, and Standard Results

We denote by Eh a nondegenerate quasi-uniform rectangular subdivision of the domain Ω (the
quasi-uniformity requirement will only be used in §5 for establishing the rate of convergence with
respect to the polynomials degree). The maximum diameter over all mesh elements is denoted
by h and the set of the interior edges is denoted by Γh. To each edge e in Γh, we associate a
unit normal vector ne = (nx, ny). We assume that ne is directed from the element E1 to E2,
where E1 denotes a certain element and E2 denotes an element that has a common edge with
the element E1 and a larger index (this simplified element notation will be used throughout the
paper). For a boundary edge, ne is chosen so that it coincides with the outward normal.

The discrete space of discontinuous piecewise polynomials of degree r is denoted by

Wr,h(Eh) =
{
w ∈ L2(Ω) : ∀E ∈ Eh, w|E ∈ Pr(E)

}
,

where Pr(E) is a space of polynomials of degree r over the element E. For any function w ∈ Wr,h,
we denote the jump and average operators over a given edge e by [w] and {w}, respectively:

for an interior edge e = ∂E1 ∩ ∂E2, [w] := wE1

e − wE2

e , {w} := 0.5wE1

e + 0.5wE2

e ,

for a boundary edge e = ∂E1 ∩ ∂Ω, [w] := wE1

e , {w} := wE1

e ,

where wE1

e and wE2

e are the corresponding polynomial approximations from the elements E1 and
E2. We also recall that the following identity between the jump and the average operators is
satisfied:

[w1w2] = {w1}[w2] + {w2}[w1]. (2.1)

For the finite-element subdivision Eh, we define the broken Sobolev space

Hs(Eh) =
{
w ∈ L2(Ω) : w|Ej ∈ Hs(Ej), j = 1, . . . , Nh

}

with the norms

|||w|||0,Ω =

(
∑

E∈Eh

‖w‖2
0,E

) 1

2

and |||w|||s,Ω =

(
∑

E∈Eh

‖w‖2
s,E

) 1

2

, s > 0,

where ‖ · ‖s,E denotes the Sobolev s-norm over the element E.
We now recall some well-known facts that will be used in the error analysis in §5. First, let us

state some approximations properties and inequalities for the finite-element space.
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Lemma 2.1 (hp Approximation, [5, 6]) Let E ∈ Eh and ψ ∈ Hs(E), s ≥ 0. Then there

exist a positive constant C independent of ψ, r, and h, and a sequence ψ̃h
r ∈ Pr(E), r = 1, 2, . . . ,

such that for any q ∈ [0, s]

∥∥∥ψ − ψ̃h
r

∥∥∥
q,E

≤ C
hµ−q

rs−q
‖ψ‖s,E , µ := min(r + 1, s). (2.2)

Lemma 2.2 (Trace Inequalities, [2]) Let E ∈ Eh. Then for the trace operators γ0 and γ1,
there exists a constant Ct independent of h such that

∀w ∈ Hs(E), s ≥ 1, ‖γ0w‖0,e ≤ Cth
− 1

2

(
‖w‖0,E + h‖∇w‖0,E

)
, (2.3)

∀w ∈ Hs(E), s ≥ 2, ‖γ1w‖0,e ≤ Cth
− 1

2

(
‖∇w‖0,E + h‖∇2w‖0,E

)
, (2.4)

where e is an edge of the element E.

Lemma 2.3 ([39]) Let E be a mesh element with an edge e. Then there is a constant Ct

independent of h and r such that

∀w ∈ Pr(E), ‖γ0w‖0,e ≤ Cth
− 1

2 r‖w‖0,E. (2.5)

Lemma 2.4 ([4, 9]) There exists a constant C independent of h and r such that

∀w ∈ Wr,h(Eh), ‖w‖2
0,Ω ≤ C

(
∑

E∈Eh

‖∇w‖2
0,E +

∑

e∈Γh

1

|e|‖[w]‖2
0,e

) 1

2

,

where |e| denotes the measure of e.

Lemma 2.5 (Inverse Inequalities) Let E ∈ Eh and w ∈ Pr(E). Then there exists a constant
C independent of h and r such that

‖w‖L∞(E) ≤ Ch−1r2‖w‖0,E, (2.6)

‖w‖1,E ≤ Ch−1r2‖w‖0,E. (2.7)

We also recall the following form of Gronwall’s lemma:

Lemma 2.6 (Gronwall) Let ϕ, ψ, and φ be continuous nonnegative functions defined on the
interval a ≤ t ≤ b, and the function φ is nondecreasing. If ϕ(t) +ψ(t) ≤ φ(t) +

∫ t

a
ϕ(s) ds for all

t ∈ [a, b], then ϕ(t) + ψ(t) ≤ et−aφ(t).

In the analysis below we also make the following assumptions:

• Ω is a rectangular domain with the boundary ∂Ω = ∂Ωver ∪ ∂Ωhor, where ∂Ωver and ∂Ωhor

denote the vertical and horizontal pieces of the boundary ∂Ω, respectively. We also split the set
if interior edges, Γh, into two sets of vertical, Γver

h , and horizontal, Γhor
h , edges, respectively;

• The degree of basis polynomials is r ≥ 2 and the maximum diameter of the elements is h < 1
(the latter assumption is only needed for simplification of the error analysis).
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3 Description of the Numerical Scheme

We consider the Keller-Segel system (1.8). First, notice that the Jacobians of F and G are

∂F

∂Q
=




χu 0 χρ 0

0 0 0 0

0 −1 0 0

0 0 0 0




and
∂G

∂Q
=




χv 0 0 χρ

0 0 0 0

0 0 0 0

0 −1 0 0



,

and their eigenvalues are

λF
1 = χu, λF

2 = λF
3 = λF

4 = 0 and λG
1 = χv, λG

2 = λG
3 = λG

4 = 0, (3.1)

respectively. Hence, the convective part of (1.8) is hyperbolic. We now design semidiscrete
interior penalty Galerkin methods for this system.

We assume that at any time level t ∈ [0, T ] the solution, (ρ, c, u, v)T is approximated by
(discontinuous) piecewise polynomials of the corresponding degrees rρ, rc, ru, and rv, which satisfy
the following relation:

rmax

rmin

≤ a, rmax := max{rρ, rc, ru, rv}, rmin := min{rρ, rc, ru, rv}, (3.2)

where a is a constant independent of rρ, rc, rp, and rq.
Our new DG methods are formulated as follows. Find a continuous in time solution

(ρDG(·, t), cDG(·, t), uDG(·, t), vDG(·, t)) ∈ Wρ
rρ,h ×Wc

rc,h ×Wu
ru,h ×Wv

rv,h,

which satisfies the following weak formulation of the chemotaxis system (1.3)–(1.6):
∫

Ω

ρDG
t wρ +

∑

E∈Eh

∫

E

∇ρDG∇wρ −
∑

e∈Γh

∫

e

{∇ρDG · ne}[wρ] + ε
∑

e∈Γh

∫

e

{∇wρ · ne}[ρDG]

+σρ

∑

e∈Γh

r2
ρ

|e|

∫

e

[ρDG][wρ] −
∑

E∈Eh

∫

E

χρDGuDG(wρ)x +
∑

e∈Γver

h

∫

e

(χρDGuDG)∗nx[w
ρ]

−
∑

E∈Eh

∫

E

χρDGvDG(wρ)y +
∑

e∈Γhor

h

∫

e

(χρDGvDG)∗ny[w
ρ] = 0, (3.3)

∫

Ω

cDG
t wc +

∑

E∈Eh

∫

E

∇cDG∇wc −
∑

e∈Γh

∫

e

{∇cDG · ne}[wc] + ε
∑

e∈Γh

∫

e

{∇wc · ne}[cDG]

+σc

∑

e∈Γh

r2
c

|e|

∫

e

[cDG][wc] +

∫

Ω

cDGwc −
∫

Ω

ρDGwc = 0, (3.4)

∫

Ω

uDGwu +
∑

E∈Eh

∫

E

cDG(wu)x +
∑

e∈Γver

h

∫

e

(−cDG)∗unx[w
u]

−
∑

e∈∂Ωver

∫

e

cDGnxw
u + σu

∑

e∈Γh∪∂Ωver

r2
u

|e|

∫

e

[uDG][wu] = 0, (3.5)
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∫

Ω

vDGwv +
∑

E∈Eh

∫

E

cDG(wv)y +
∑

e∈Γhor

h

∫

e

(−cDG)∗vny[w
v]

−
∑

e∈∂Ωhor

∫

e

cDGnyw
v + σv

∑

e∈Γh∪∂Ωhor

r2
v

|e|

∫

e

[vDG][wv] = 0, (3.6)

and the initial conditions:
∫

Ω

ρDG(·, 0)wρ =

∫

Ω

ρ(·, 0)wρ,

∫

Ω

cDG(·, 0)wc =

∫

Ω

c(·, 0)wc,

∫

Ω

uDG(·, 0)wu =

∫

Ω

u(·, 0)wu,

∫

Ω

vDG(·, 0)wv =

∫

Ω

v(·, 0)wv.
(3.7)

Here, (wρ, wc, wu, wv) ∈ Wρ
rρ,h ×Wc

rc,h ×Wu
ru,h ×Wv

rv,h are the test functions, σρ, σc, σu and σv

are real positive penalty parameters. The parameter ε is equal to either −1, 0, or 1: these values
of ε correspond to the SIPG, IIPG, or NIPG method, respectively.

To approximate the convective terms in (3.3) and (3.5)–(3.6), we use the central-upwind fluxes
from [32]:

(χρDGuDG)∗ =
aout(χρDGuDG)E1

e − ain(χρDGuDG)E2

e

aout − ain
− aoutain

aout − ain
[ρDG],

(χρDGvDG)∗ =
bout(χρDGvDG)E1

e − bin(χρDGvDG)E2

e

bout − bin
− boutbin

bout − bin
[ρDG],

(−cDG)∗u = −a
out(cDG)E1

e − ain(cDG)E2

e

aout − ain
− aoutain

aout − ain
[uDG],

(−cDG)∗v = −b
out(cDG)E1

e − bin(cDG)E2

e

bout − bin
− boutbin

bout − bin
[vDG].

(3.8)

Here, aout, ain, bout, and bin are the one-sided local speeds in the x- and y- directions. Since the
convective part of the system (1.3)–(1.6) is hyperbolic, these speeds can be estimated using the
largest and the smallest eigenvalues of the Jacobian ∂F

∂Q
and ∂G

∂Q
(see (3.1)):

aout = max
(
(χuDG)E1

e , (χuDG)E2

e , 0
)
, ain = min

(
(χuDG)E1

e , (χuDG)E2

e , 0
)
,

bout = max
(
(χvDG)E1

e , (χvDG)E2

e , 0
)
, bin = min

(
(χvDG)E1

e , (χvDG)E2

e , 0
)
.

(3.9)

Remark. If aout − ain = 0 at a certain element edge e, we set

(χρDGuDG)∗ =
(χρDGuDG)E1

e + (χρDGuDG)E2

e

2
, (χρDGvDG)∗ =

(χρDGvDG)E1

e + (χρDGvDG)E2

e

2
,

(−cDG)∗u = −(cDG)E1

e + (cDG)E2

e

2
, (−cDG)∗v = −(cDG)E1

e + (cDG)E2

e

2
,

there. Notice that in any case, the following inequalities,

aout

aout − ain
≤ 1,

−ain

aout − ain
≤ 1,

bout

bout − bin
≤ 1, and

−bin
bout − bin

≤ 1, (3.10)
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are satisfied.
From now on we will assume that aout−ain > 0 and bout−bin > 0 throughout the computational

domain.

4 Consistency of the Numerical Scheme

In this section, we show that the proposed DG methods (3.3)–(3.6) are strongly consistent with
the Keller-Segel system (1.3)–(1.6).

Lemma 4.1 If the solution of (1.3)–(1.6) is sufficiently regular, namely, if (ρ, c) ∈ H1([0, T ]) ∩
H2(Eh) and (u, v) ∈ L2([0, T ]) ∩H2(Eh), then it satisfies the formulation (3.3)–(3.6).

Proof: We first multiply equation (1.3) by wρ ∈ Wρ
rρ,h and integrate by parts on one element E

to obtain
∫

E

ρtw
ρ +

∫

E

∇ρ∇wρ−
∫

∂E

∇ρ ·new
ρ−
∫

E

χρu(wρ)x +

∫

∂E

χρunxw
ρ−
∫

E

χρv(wρ)y +

∫

∂E

χρvnyw
ρ = 0.

(4.1)
Notice that continuity of ρ and u implies that at the edge e, ρE1

e = ρE2

e and (χρu)E1

e = (χρu)E2

e .
Therefore, [ρ] = 0 and

{χρu} =
1

2
(χρu)E1

e +
1

2
(χρu)E2

e = (χρu)E1

e =
aout − ain

aout − ain
(χρu)E1

e

=
aout

aout − ain
(χρu)E1

e − ain

aout − ain
(χρu)E2

e =
aout(χρu)E1

e − ain(χρu)E2

e

aout − ain
= (χρu)∗.

Summing now equation (4.1) over all elements E ∈ Eh, using the jump-average identity (2.1),

adding the penalty terms ε
∑

e∈Γh

∫
e
{∇wρ · ne}[ρ] and σρ

∑
e∈Γh

r2
ρ

|e|

∫
e
[ρ][wρ], and using the Neu-

mann boundary conditions (1.7), we obtain that the solution of the system (1.3)–(1.6) satisfies
equation (3.3). A similar procedure can be applied to show that the solution of (1.3)–(1.6)
satisfies equations (3.4)–(3.6) as well. This concludes the consistency proof. �

5 Error Analysis

In this section, we prove the existence and show the convergence of the numerical solution using
the Schauder’s fixed point theorem, [24].

In the analysis below we will assume that the exact solution of the system (1.3)–(1.6) is
sufficiently regular for t ≤ T , where T is a pre-blow-up time. In particular we will assume that

(ρ, c, u, v) ∈ Hs1([0, T ]) ∩Hs2(Ω), s1 > 3/2, s2 ≥ 3, (5.1)

which is needed for the h-analysis (convergence rate with respect to the mesh size), or

(ρ, c, u, v) ∈ Hs1([0, T ]) ∩Hs2(Ω), s1 > 3/2, s2 ≥ 6, (5.2)
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which is needed for the r-analysis (convergence rate with respect to the polynomial degree).
Notice that these assumptions are reasonable since classical solutions of the Keller-Segel system
(1.1) are regular (before the blow-up time) provided the initial data are sufficiently smooth, see
[26] and references therein.

We denote by ρ̃, c̃, ũ, and ṽ the piecewise polynomial interpolants of the exact solution com-
ponents ρ, c, u, and v of the Keller-Segel system (1.3)–(1.6) and assume that these interpolants
satisfy the approximation property (2.2). We then use the idea similar to [36] and define the
following subset of the broken Sobolev space:

S =

{
(φρ, φc, φu, φv) ∈ L2([0, T ]) ∩ L∞([0, T ]) ∩Wρ

rρ,h ×Wc
rc,h ×Wu

ru,h ×Wv
rv,h :

sup
t∈[0,T ]

‖φρ − ρ̃‖2
0,Ω +

T∫

0

(
|||∇(φρ − ρ̃)|||20,Ω +

∑

e∈Γh

r2
ρ

|e|‖[(φ
ρ − ρ̃)]‖2

0,e

)

≤ Cρ

(
h2 min(rρ+1,sρ)−2

r
2sρ−4
ρ

+
h2min(rc+1,sc)−2

r2sc−4
c

+
h2min(ru+1,su)−2

r2su−4
u

+
h2min(rv+1,sv)−2

r2sv−4
v

)
,

sup
t∈[0,T ]

‖φc − c̃‖2
0,Ω +

T∫

0

(
|||∇(φc − c̃)|||20,Ω +

∑

e∈Γh

r2
c

|e|‖[(φ
c − c̃)]‖2

0,e

)

≤ Cc

(
h2min(rρ+1,sρ)−2

r
2sρ−4
ρ

+
h2min(rc+1,sc)−2

r2sc−4
c

+
h2min(ru+1,su)−2

r2su−4
u

+
h2min(rv+1,sv)−2

r2sv−4
v

)
,

sup
[0,T ]

‖φu − ũ‖0,Ω ≤ Ch

(
1

r2
ρ

+
1

r2
c

+
1

r2
u

+
1

r2
v

)
,

T∫

0

(
‖φu − ũ‖2

0,Ω +
∑

e∈Γh

r2
u

|e|‖[(φ
u − ũ)]‖2

0,e

)

≤ Cu

(
h2min(rρ+1,sρ)−2

r
2sρ−4
ρ

+
h2min(rc+1,sc)−2

r2sc−4
c

+
h2min(ru+1,su)−2

r2su−4
u

+
h2min(rv+1,sv)−2

r2sv−4
v

)
,

sup
[0,T ]

‖φv − ṽ‖0,Ω ≤ Ch

(
1

r2
ρ

+
1

r2
c

+
1

r2
u

+
1

r2
v

)
,

T∫

0

(
‖φv − ṽ‖2

0,Ω +
∑

e∈Γh

r2
v

|e|‖[(φ
v − ṽ)]‖2

0,e

)

≤ Cv

(
h2min(rρ+1,sρ)−2

r
2sρ−4
ρ

+
h2 min(rc+1,sc)−2

r2sc−4
c

+
h2min(ru+1,su)−2

r2su−4
u

+
h2min(rv+1,sv)−2

r2sv−4
v

)}
,

where C,Cρ, Cc, Cu, and Cv are positive constants (which will be defined later) independent of
h and the polynomial degrees (rρ, rc, ru, rv), and the parameters sρ, sc, su, and sv denote the
regularity of the corresponding components of the exact solution. Clearly the subset S is a
closed convex subset of the broken Sobolev space and it is not empty since it contains the
element (ρ̃, c̃, ũ, ṽ). We first show that the functions in S are bounded.
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Lemma 5.1 For any (φρ, φc, φu, φv) ∈ S, there exist positive constants Mρ,Mc,Mu, and Mv

independent of h, rρ, rc, ru, and rv, such that

sup
t∈[0,T ]

‖φρ‖∞,Ω ≤Mρ, sup
t∈[0,T ]

‖φc‖∞,Ω ≤Mc, sup
t∈[0,T ]

‖φu‖∞,Ω ≤Mu, sup
t∈[0,T ]

‖φv‖∞,Ω ≤Mv. (5.3)

Proof: From the definition of the subset S, we have

sup
t∈[0,T ]

‖φρ − ρ̃‖2
0,Ω ≤ Cρ

(
h2min(rρ+1,sρ)−2

r
2sρ−4
ρ

+
h2min(rc+1,sc)−2

r2sc−4
c

+
h2min(ru+1,su)−2

r2su−4
u

+
h2min(rv+1,sv)−2

r2sv−4
v

)
.

Hence,

sup
t∈[0,T ]

‖φρ − ρ̃‖0,Ω ≤M
h

r2
min

.

Using the inverse inequality (2.6), we obtain

sup
t∈[0,T ]

‖φρ − ρ̃‖∞,Ω ≤ M1r
2
ρh

−1 sup
t∈[0,T ]

‖φρ − ρ̃‖0,Ω ≤ rmax

rmin

M∗ ≤M.

This estimate implies that
sup

t∈[0,T ]

‖φρ‖∞,Ω ≤ M + sup
[0,T ]

‖ρ̃‖∞,Ω,

which, together with the hp approximation property (see Lemma 2.1), yields the first bound in
(5.3). The remaining three estimates in (5.3) are obtained in a similar manner. �

We now define the solution operator A on S as follows:

∀(φρ, φc, φu, φv) ∈ S, A(φρ, φc, φu, φv) = (φρ
L, φ

c
L, φ

u
L, φ

v
L),

where the initial conditions are (φρ,0
L , φc,0

L , φu,0
L , φv,0

L ) = (ρ̃0, c̃0, ũ0, ṽ0), and the functions

φρ
L ∈ Wρ

rρ,h,t := Hs([0, T ]) ∩Wρ
rρ,h, φc

L ∈ Wc
rc,h,t := Hs([0, T ]) ∩Wc

rc,h, s > 3/2

φu
L ∈ Wu

ru,h,t := L2([0, T ]) ∩ L∞([0, T ]) ∩Wu
ru,h, φv

L ∈ Wv
rv ,h,t := L2([0, T ]) ∩ L∞([0, T ]) ∩Wv

rv ,h

are such that
∫

Ω

(φρ
L)

t
wρ +

∑

E∈Eh

∫

E

∇(φρ
L)∇wρ −

∑

e∈Γh

∫

e

{∇φρ
L · ne}[wρ] + ε

∑

e∈Γh

∫

e

{∇wρ · ne}[φρ
L]

+ σρ

∑

e∈Γh

r2
ρ

|e|

∫

e

[φρ
L][wρ] −

∑

E∈Eh

∫

E

χφρ
Lφ

u(wρ)x +
∑

e∈Γver

h

∫

e

(χφρ
Lφ

u)∗nx[w
ρ]

−
∑

E∈Eh

∫

E

χφρ
Lφ

v(wρ)y +
∑

e∈Γhor

h

∫

e

(χφρ
Lφ

v)∗ny[w
ρ] = 0, ∀wρ ∈ Wρ

rρ,h, (5.4)

∫

Ω

(φc
L)tw

c +
∑

E∈Eh

∫

E

∇φc
L∇wc −

∑

e∈Γh

∫

e

{∇φc
L · ne}[wc] + ε

∑

e∈Γh

∫

e

{∇wc · ne}[φc
L]

+ σc

∑

e∈Γh

r2
c

|e|

∫

e

[φc
L][wc] +

∫

Ω

φc
Lw

c −
∫

Ω

φρ
Lw

c = 0, ∀wc ∈ Wc
rc,h, (5.5)
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∫

Ω

φu
Lw

u +
∑

E∈Eh

∫

E

φc
L(wu)x +

∑

e∈Γver

h

∫

e

(−φc
L)∗unx[w

u] −
∑

e∈∂Ωver

∫

e

φc
Lnxw

u

+ σu

∑

e∈Γh∪∂Ωver

r2
u

|e|

∫

e

[φu
L][wu] = 0, ∀wu ∈ Wu

ru,h, (5.6)

∫

Ω

φv
Lw

v +
∑

E∈Eh

∫

E

φc
L(wv)y +

∑

e∈Γhor

h

∫

e

(−φc
L)∗vny[w

v] −
∑

e∈∂Ωhor

∫

e

φc
Lnyw

v

+ σv

∑

e∈Γh∪∂Ωhor

r2
v

|e|

∫

e

[φv
L][wv] = 0, ∀wv ∈ Wv

rv,h. (5.7)

As before, the central-upwind numerical fluxes are utilized in (5.4)–(5.7):

(χφρ
Lφ

u)∗ =
aout

L (χφρ
Lφ

u)E1

e − ain
L (χφρ

Lφ
u)E2

e

aout
L − ain

L

− aout
L ain

L

aout
L − ain

L

[φρ
L],

(χφρ
Lφ

v)∗ =
bout
L (χφρ

Lφ
v)E1

e − binL (χφρ
Lφ

v)E2

e

bout
L − binL

− bout
L binL

bout
L − binL

[φρ
L],

(−φc
L)∗u = −a

out
L (φc

L)E1

e − ain
L (φc

L)E2

e

aout
L − ain

L

− aout
L ain

L

aout
L − ain

L

[φu
L],

(−φc
L)∗v = −b

out
L (φc

L)E1

e − binL (φc
L)E2

e

bout
L − binL

− bout
L binL

bout
L − binL

[φv
L],

(5.8)

where the one-sided local speeds are:

aout
L := max

(
(χφu)E1

e , (χφu)E2

e , 0
)
, ain

L := min
(
(χφu)E1

e , (χφu)E2

e , 0
)
,

bout
L := max

(
(χφv)E1

e , (χφv)E2

e , 0
)
, binL := min

(
(χφv)E1

e , (χφv)E2

e , 0
)
.

(5.9)

Notice that the inequalities similar to (3.10),

aout
L

aout
L − ain

L

≤ 1,
−ain

L

aout
L − ain

L

≤ 1,
bout
L

bout
L − binL

≤ 1, and
−binL

bout
L − binL

≤ 1, (5.10)

which are needed in our convergence proof, are satisfied for the local speeds defined in (5.9) as
well (for simplicity, we assume that aout−ain 6= 0 and bout−bin 6= 0 throughout the computational
domain).

We now show that the operator A is well-defined by proving existence and uniqueness of
(φρ

L, φ
c
L, φ

u
L, φ

v
L).

Lemma 5.2 There exists a unique solution (φρ
L, φ

c
L, φ

u
L, φ

v
L) ∈ Wρ

rρ,h,t×Wc
rc,h,t×Wu

ru,h,t×Wv
rv,h,t

of (5.4)–(5.7).

Proof: First, notice that equations (5.4)–(5.5) can be rewritten as the explicit linear differential
equations for φρ

L and φc
L. Hence, there exists a unique solution (φρ

L, φ
c
L) ∈ Wρ

rρ,h,t ×Wc
rc,h,t.
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Equations (5.6)–(5.7) can be rewritten as
∫

Ω

φu
Lw

u + σu

∑

e∈Γh∪∂Ωver

r2
u

|e|

∫

e

[φu
L][wu] = −

∑

E∈Eh

∫

E

φc
L(wu)x −

∑

e∈Γver

h

∫

e

(−φc
L)∗unx[w

u]

+
∑

e∈∂Ωver

∫

e

φc
Lnxw

u, ∀wu ∈ Wu
ru,h (5.11)

∫

Ω

φv
Lw

v + σv

∑

e∈Γh∪∂Ωhor

r2
v

|e|

∫

e

[φv
L][wv] = −

∑

E∈Eh

∫

E

φc
L(wv)y −

∑

e∈Γhor

h

∫

e

(−φc
L)∗vny[w

v]

+
∑

e∈∂Ωhor

∫

e

φc
Lnyw

v, ∀wv ∈ Wv
rv ,h. (5.12)

The bilinear form on the left-hand side (LHS) of equation (5.11) is coercive since for all ϕ ∈ Wu
ru,h,

∫

Ω

ϕϕ+ σu

∑

e∈Γh∪∂Ωver

r2
u

|e|

∫

e

[ϕ][ϕ] ≥ ‖ϕ‖2
0,Ω .

It is also continuous on Wu
ru,h×Wu

ru,h, while the linear form on the right-hand side (RHS) of (5.11)
is continuous on Wu

ru,h. Hence, there exists a unique solution of (5.11). The same argument is
true for equation (5.12). This concludes the proof of the lemma. �

Our next goal is to show that the operator A maps S into itself and that A is compact.
By the second Shauder fixed-point theorem, [24], this will imply that the nonlinear mapping
(φρ, φc, φu, φv) ∈ S → A(φρ, φc, φu, φv) has a fixed point denoted by (ρDG, cDG, uDG, vDG).

Theorem 5.3 Let the solution of (1.3)–(1.6) satisfy the assumption (5.1). Then for any
(φρ, φc, φu, φv) ∈ S, A(φρ, φc, φu, φv) ∈ S.

Proof: Let (φρ, φc, φu, φv) ∈ S and (φρ
L, φ

c
L, φ

u
L, φ

v
L) = A(φρ, φc, φu, φv). We introduce the follow-

ing notation:
τρ := φρ

L − ρ̃, ξρ := ρ− ρ̃, τ c := φc
L − c̃, ξc := c− c̃,

τu := φu
L − ũ, ξu = u− ũ, τ v := φv

L − ṽ, ξv := v − ṽ.
(5.13)

It follows from the consistency Lemma 4.1 that the exact solution of (1.3)–(1.6) satisfies not only
equation (3.3) but also the similar equation
∫

Ω

ρtw
ρ +

∑

E∈Eh

∫

E

∇ρ∇wρ −
∑

e∈Γh

∫

e

{∇ρ · ne}[wρ] + ε
∑

e∈Γh

∫

e

{∇wρ · ne}[ρ] + σρ

∑

e∈Γh

r2
ρ

|e|

∫

e

[ρ][wρ]

−
∑

E∈Eh

∫

E

χρu(wρ)x +
∑

e∈Γver

h

∫

e

(χρu)∗∗nx[w
ρ] −

∑

E∈Eh

∫

E

χρv(wρ)y +
∑

e∈Γhor

h

∫

e

(χρv)∗∗ny[w
ρ] = 0,(5.14)

where

(χρu)∗∗ :=
aout

L (χρu)E1

e − ain
L (χρu)E2

e

aout
L − ain

L

− aout
L ain

L

aout
L − ain

L

[ρ],

(χρv)∗∗ :=
bout
L (χρv)E1

e − binL (χρv)E2

e

bout
L − binL

− bout
L binL

bout
L − binL

[ρ],
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and the local speeds aout
L , ain

L , bout
L , and binL are given by (5.9). Using (5.13), equation (5.14) can

be rewritten as:
∫

Ω

ρ̃tw
ρ +

∑

E∈Eh

∫

E

∇ρ̃∇wρ −
∑

e∈Γh

∫

e

{∇ρ̃ · ne}[wρ] + ε
∑

e∈Γh

∫

e

{∇wρ · ne}[ρ̃] + σρ

∑

e∈Γh

r2
ρ

|e|

∫

e

[ρ̃][wρ]

−
∑

E∈Eh

∫

E

χρ̃φu(wρ)x +
∑

e∈Γver

h

∫

e

(χρu)∗∗nx[w
ρ] −

∑

E∈Eh

∫

E

χρ̃φv(wρ)y +
∑

e∈Γhor

h

∫

e

(χρv)∗∗ny[w
ρ]

= −
∫

Ω

ξρ
tw

ρ −
∑

E∈Eh

∫

E

∇ξρ∇wρ +
∑

e∈Γh

∫

e

{∇ξρ · ne}[wρ] − ε
∑

e∈Γh

∫

e

{∇wρ · ne}[ξρ]

− σρ

∑

e∈Γh

r2
ρ

|e|

∫

e

[ξρ][wρ] +
∑

E∈Eh

∫

E

χξρu(wρ)x −
∑

E∈Eh

∫

E

χρ̃(φu − u)(wρ)x

+
∑

E∈Eh

∫

E

χξρv(wρ)y −
∑

E∈Eh

∫

E

χρ̃(φv − v)(wρ)y. (5.15)

Subtracting equation (5.15) from (5.4) and choosing wρ = τρ, we obtain

1

2

d

dt

(
‖τρ‖0,Ω

)
+ |||∇τρ|||20,Ω + σρ

∑

e∈Γh

r2
ρ

|e| ‖[τ
ρ]‖2

0,e

= (1 − ε)
∑

e∈Γh

∫

e

{∇τρ · ne}[τρ] +
∑

E∈Eh

∫

E

χτρφu(τρ)x −
∑

e∈Γver

h

∫

e

((χφρ
Lφ

u)∗ − (χρu)∗∗)nx[τ
ρ]

+
∑

E∈Eh

∫

E

χτρφv(τρ)y −
∑

e∈Γhor

h

∫

e

((χφρ
Lφ

v)∗ − (χρv)∗∗)ny[τ
ρ]

+

∫

Ω

ξρ
t τ

ρ +
∑

E∈Eh

∫

E

∇ξρ∇τρ −
∑

e∈Γh

∫

e

{∇ξρ · ne}[τρ] + ε
∑

e∈Γh

∫

e

{∇τρ · ne}[ξρ]

+ σρ

∑

e∈Γh

r2
ρ

|e|

∫

e

[ξρ][τρ] −
∑

E∈Eh

∫

E

χξρu(τρ)x −
∑

E∈Eh

∫

E

χξρv(τρ)y

+
∑

E∈Eh

∫

E

χρ̃(φu − u)(τρ)x +
∑

E∈Eh

∫

E

χρ̃(φv − v)(τρ)y =: T ρ
1 + T ρ

2 + ... + T ρ
14. (5.16)

Next, we bound each term on the RHS of (5.16) using standard DG techniques. The quantities
εi in the estimates below are positive real numbers, which will be defined later.

We begin with the first term on the RHS of (5.16). The Cauchy-Schwarz inequality yields:

|T ρ
1 | ≤ (1 − ε)

∑

e∈Γh

‖{∇τρ}‖0,e‖[τρ]‖0,e.

As before, we denote by E1 and E2 the two elements sharing the edge e. Then, using the
inequality (2.5), we obtain

∑

e∈Γh

‖{∇τρ}‖0,e‖[τρ]‖0,e ≤
∑

e∈Γh

1

2

(∥∥∥(∇τρ)E1

e

∥∥∥
0,e

+
∥∥∥(∇τρ)E2

e

∥∥∥
0,e

)
‖[τρ]‖0,e



14 Y. Epshteyn and A. Kurganov

≤ Ctrρ

2
√
h

∑

e∈Γh

(
‖∇τρ‖0,E1 + ‖∇τρ‖0,E2

)
‖[τρ]‖0,e,

and hence, using the fact that |e| ≤
√
h, we end up with the following bound on T ρ

1 :

|T ρ
1 | ≤ ερ

1

∑

E∈Eh

‖∇τρ‖2
0,E + Cρ

1

∑

e∈Γh

r2
ρ

|e|‖[τ
ρ]‖2

0,e = ερ
1|||∇τρ|||20,Ω + Cρ

1

∑

e∈Γh

r2
ρ

|e|‖[τ
ρ]‖2

0,e. (5.17)

Consider now the second term on the RHS of (5.16). From Lemma 5.1 we know that φu is a
bounded function, hence T ρ

2 can be bounded as follows:

|T ρ
2 | ≤ ερ

2

∑

E∈Eh

‖(τρ)x‖
2
0,E

+ Cρ
2‖τρ‖2

0,Ω ≤ ερ
2|||(τρ)x|||

2
0,Ω + Cρ

2‖τρ‖2
0,Ω. (5.18)

Next, we bound the third term on the RHS of (5.16) as

|T ρ
3 | ≤

∑

e∈Γver

h

(∣∣∣∣
∫

e

aout
L

aout
L − ain

L

(
(χφρ

Lφ
u)E1

e − (χρu)E1

e

)
nx[τ

ρ]

∣∣∣∣

+

∣∣∣∣
∫

e

−ain
L

aout
L − ain

L

(
(χφρ

Lφ
u)E2

e − (χρu)E2

e

)
nx[τ

ρ]

∣∣∣∣

+

∣∣∣∣
∫

e

−ain
L a

out
L

aout
L − ain

L

[φρ
L − ρ]nx[τ

ρ]

∣∣∣∣
)

=: I + II + III. (5.19)

Using (5.10) and (5.13), the first term on the RHS of (5.19) can be estimated by

I ≤ χ
∑

e∈Γver

h

∣∣∣∣
∫

e

(
(φρ

Lφ
u)E1

e − (ρu)E1

e

)
nx[τ

ρ]

∣∣∣∣

≤ χ
∑

e∈Γver

h

(∣∣∣∣
∫

e

(τρφu)E1

e nx[τ
ρ]

∣∣∣∣+
∣∣∣∣
∫

e

(ξρφu)E1

e nx[τ
ρ]

∣∣∣∣

+

∣∣∣∣
∫

e

((φu − ũ)ρ)E1

e nx[τ
ρ]

∣∣∣∣+
∣∣∣∣
∫

e

(ξuρ)E1

e nx[τ
ρ]

∣∣∣∣
)

=: Ĩ.

We now use the Cauchy-Schwarz inequality, the trace inequality (2.3), the inequality (2.5), the
assumption (3.2), the approximation inequality (2.2), and the bound on φu from Lemma 5.1 to

obtain the bound on Ĩ:

Ĩ ≤ 1

2
‖τρ‖2

0,Ω +K
∑

e∈Γh

r2
ρ

|e|‖[τ
ρ]‖2

0,e + C∗

(
h2min(rρ+1,sρ)

r
2sρ
ρ

+
h2min(ru+1,su)

r2su
u

)
+ C∗∗‖φu − ũ‖2

0,Ω.

A similar bound can be derived for the second term II on the RHS of (5.19). To estimate the last
term on the RHS of (5.19), we first use (5.13) and the definition of the one-sided local speeds
(5.9) to obtain

III ≤ C
∑

e∈Γver

h

(
‖[τρ]‖2

0,e +

∣∣∣∣
∫

e

[ξρ][τρ]

∣∣∣∣
)

:= ĨII.
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Then, using the Cauchy-Schwarz inequality, the trace inequality (2.3), and the approximation

inequality (2.2), we bound ĨII as follows:

ĨII ≤
(
K1h

r2
ρ

+K2

)∑

e∈Γh

r2
ρ

|e|‖[τ
ρ]‖2

0,e + C
h2 min(rρ+1,sρ)

r
2sρ
ρ

.

Combining the above bounds on I, II, and III, we arrive at

|T ρ
3 | ≤ ‖τρ‖2

0,Ω + Cρ
3

∑

e∈Γh

r2
ρ

|e|‖[τ
ρ]‖2

0,e + C∗

(
h2min(rρ+1,sρ)

r
2sρ
ρ

+
h2min(ru+1,su)

r2su
u

)
+ C∗∗‖φu − ũ‖2

0,Ω.

(5.20)
The terms T ρ

4 and T ρ
5 are bounded in the same way as the terms T ρ

2 and T ρ
3 , respectively, and

the bounds are:
|T ρ

4 | ≤ ερ
2|||(τρ)y|||

2

0,Ω
+ Cρ

4‖τρ‖2
0,Ω. (5.21)

and

|T ρ
5 | ≤ ‖τρ‖2

0,Ω + Cρ
5

∑

e∈Γh

r2
ρ

|e|‖[τ
ρ]‖2

0,e + C∗

(
h2min(rρ+1,sρ)

r
2sρ
ρ

+
h2min(rv+1,sv)

r2sv
v

)
+ C∗∗‖φv − ṽ‖2

0,Ω.

(5.22)
The term T ρ

6 is bounded using the Cauchy-Schwarz inequality and the approximation inequality
(2.2):

|T ρ
6 | ≤ ‖τρ‖2

0,Ω + C∗h
2min(rρ+1,sρ)

r
2sρ
ρ

. (5.23)

Using the Cauchy-Schwarz inequality, Young’s inequality, and the approximation inequality
(2.2) for ρ, we obtain the following bound for the term T ρ

7 :

|T ρ
7 | ≤ ερ

7|||∇τρ|||20,Ω + C∗h
2min(rρ+1,sρ)−2

r
2sρ−2
ρ

. (5.24)

The term T ρ
8 is bounded using the Cauchy-Schwarz inequality, the trace inequality (2.4), and

the approximation inequality (2.2):

|T ρ
8 | ≤ Cρ

8

∑

e∈Γh

r2
ρ

|e|‖[τ
ρ]‖2

0,e + C∗h
2 min(rρ+1,sρ)−2

r
2sρ−2
ρ

. (5.25)

To bound the term T ρ
9 we use the trace inequality (2.5), inequality (2.3), the Cauchy-Schwarz

inequality and Young’s inequality:

|T ρ
9 | ≤ ερ

9|||∇τρ|||20,Ω + C∗h
2min(rρ+1,sρ)−2

r
2sρ−4
ρ

. (5.26)

Similarly, we bound the term T ρ
10 by:

|T ρ
10| ≤ Cρ

10

∑

e∈Γh

r2
ρ

|e|‖[τ
ρ]‖2

0,e + C∗h
2min(rρ+1,sρ)−2

r
2sρ−4
ρ

. (5.27)
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For the terms T ρ
11 and T ρ

12, we use our assumption on the smoothness of the exact solution
together with the Cauchy-Schwarz inequality and the approximation inequality (2.2) to obtain
the following bounds:

|T ρ
11| ≤ ερ

11|||(τρ)x|||
2
0,Ω + C∗h

2 min(rρ+1,sρ)

r
2sρ
ρ

, |T ρ
12| ≤ ερ

11|||(τρ)y|||
2

0,Ω
+ C∗h

2min(rρ+1,sρ)

r
2sρ
ρ

. (5.28)

Consider now the term T ρ
13. We first use (5.13) to obtain

|T ρ
13| ≤ C

∑

E∈Eh

(∣∣∣∣
∫

E

(φu − ũ)(τρ)x

∣∣∣∣+
∣∣∣∣
∫

E

ξu(τρ)x

∣∣∣∣
)
.

Then we apply the Cauchy-Schwarz inequality and the approximation inequality (2.2), which
result in

|T ρ
13| ≤ ερ

13|||(τρ)x|||
2
0,Ω + C∗h

2min(ru+1,su)

r2su
u

+ C∗∗‖φu − ũ‖2
0,Ω. (5.29)

The bound on the term T ρ
14 is obtained in the same way as the bound on T ρ

13:

|T ρ
14| ≤ ερ

13|||(τρ)y|||
2

0,Ω
+ C∗h

2min(rv+1,sv)

r2sv
v

+ C∗∗‖φv − ṽ‖2
0,Ω. (5.30)

Finally, we plug the estimates (5.17)–(5.18) and (5.20)–(5.30) into (5.16) and use the assump-
tion that h < 1 to obtain

1

2

d

dt
‖τρ‖2

0,Ω + (1 − ερ
1 − ερ

2 − ερ
7 − ερ

9 − ερ
11 − ερ

13)|||∇τρ|||20,Ω

+ (σρ − Cρ
1 − Cρ

3 − Cρ
5 − Cρ

8 − Cρ
10)
∑

e∈Γh

r2
ρ

|e|‖[τ
ρ]‖2

0,Ω

≤ (3 + Cρ
2 + Cρ

4 )‖τρ‖2
0,Ω + C∗

ρ

(
h2 min(rρ+1,sρ)−2

r
2sρ−4
ρ

+
h2min(ru+1,su)

r2su
u

+
h2min(rv+1,sv)

r2sv
v

)

+C∗∗(‖φu − ũ‖2
0,Ω + ‖φv − ṽ‖2

0,Ω). (5.31)

We now choose ερ
i and the penalty parameter σρ so that the coefficients of the |||∇τρ|||20,Ω and

∑
e∈Γh

r2
ρ

|e|
‖[τρ]‖2

0,Ω on the LHS of (5.31) are equal to 1/2. We then multiply equation (5.31) by 2

and integrate it in time from 0 to t. Taking into account that (φu, φv) ∈ S and using the fact
that τ 0 = 0, we obtain:

‖τρ‖2
0,Ω +

t∫

0

(
|||∇τρ|||20,Ω +

∑

e∈Γh

r2
ρ

|e|‖[τ
ρ‖2

0,e

)
≤ C̃ρ

t∫

0

‖τρ‖2
0,Ω

+Cuv

(
h2min(rρ+1,sρ)−2

r
2sρ−4
ρ

+
h2min(rc+1,sc)−2

r2sc−4
c

+
h2min(ru+1,su)−2

r2su−4
u

+
h2min(rv+1,sv)−2

r2sv−4
v

)
. (5.32)



DG Methods for the Keller-Segel System 17

Next, we apply Gronwall’s Lemma 2.6 and take the supremum with respect to t of the both sides
of (5.32):

sup
[0,T ]

‖τρ‖2
0,Ω +

T∫

0

(
|||∇τρ|||20,Ω +

∑

e∈Γh

r2
ρ

|e|‖[τ
ρ]‖2

0,e

)

≤ CI

(
h2min(rρ+1,sρ)−2

r
2sρ−4
ρ

+
h2 min(rc+1,sc)−2

r2sc−4
c

+
h2min(ru+1,su)−2

r2su−4
u

+
h2min(rv+1,sv)−2

r2sv−4
v

)
, (5.33)

where CI is a constant that depends on ‖ρ‖(L∞([0,T ]);H2(Ω)), ‖ρt‖(L∞([0,T ]);L2(Ω)), ‖u‖(L∞([0,T ]);L2(Ω)),
‖v‖(L∞([0,T ]);L2(Ω)), and T only.

According to the definition on page 9, the estimate (5.33) implies that φρ
L ∈ S.

Using similar techniques, it can be shown that (φc
L, φ

u
L, φ

v
L) ∈ S as well (see Appendix A for

the detailed proof). Therefore, we have shown that A(S) ⊂ S, and the proof of Theorem 5.3 is
now complete. �

Let us recall that our goal is to show that the operator A has a fixed point. Equipped with
Theorem 5.3, it remained to prove that A is compact. To this end, we need to show that A is
continuous and equicontinuous.

Lemma 5.4 The operator A is continuous and equicontinuous.

Proof: We consider the sequence {(φρ
n, φ

c
n, φ

u
n, φ

v
n)} and assume that

sup
t∈[0,T ]

(‖(φρ
n, φ

c
n, φ

u
n, φ

v
n) − (φρ, φc, φu, φv)‖S) → 0 as n→ ∞.

Let
(φρ

L,n, φ
c
L,n, φ

u
L,n, φ

v
L,n) = A(φρ

n, φ
c
n, φ

u
n, φ

v
n) (5.34)

and
(φρ

L, φ
c
L, φ

u
L, φ

v
L) = A(φρ, φc, φu, φv) (5.35)

be two solutions of (5.4)–(5.7). We denote by (φ̂ρ
L, φ̂

c
L, φ̂

u
L, φ̂

v
L) the difference between these two

solutions (note that (φ̂ρ,0
L , φ̂c,0

L , φ̂u,0
L , φ̂v,0

L ) = (0, 0, 0, 0)), subtract (5.35) from (5.34), and choose

the test function in the resulting equation for ρ to be wρ = φ̂ρ
L. This yields:

1

2

d

dt
‖φ̂ρ

L‖2
0,Ω + |||∇φ̂ρ

L|||20,Ω + σρ

∑

e∈Γh

r2
ρ

|e|‖[φ̂
ρ
L]‖2

0,e

= (1 − ε)
∑

e∈Γh

∫

e

{∇φ̂ρ
L · ne}[φ̂ρ

L] +
∑

E∈Eh

∫

E

χφ̂ρ
Lφ

u(φ̂ρ
L)

x
+
∑

E∈Eh

∫

E

χφρ
L,n(φ

u
n − φu)(φ̂ρ

L)
x

−
∑

e∈Γver

h

∫

e

(χφ̂ρ
Lφ

u)∗nx[φ̂
ρ
L] +

∑

e∈Γver

h

∫

e

(
(χφρ

L,nφ
u)∗ − (χφρ

L,nφ
u
n)

∗
)
nx[φ̂

ρ
L]

+
∑

E∈Eh

∫

E

χφ̂ρ
Lφ

v(φ̂ρ
L)

y
+
∑

E∈Eh

∫

E

χφρ
L,n(φ

v
n − φv)(φ̂ρ

L)
y
−
∑

e∈Γhor

h

∫

e

(χφ̂ρ
Lφ

v)∗ny[φ̂
ρ
L]

+
∑

e∈Γhor

h

∫

e

(
(χφρ

L,nφ
v)∗ − (χφρ

L,nφ
v
n)∗)

)
ny[φ̂

ρ
L] =: R1 +R2 + ... +R9. (5.36)
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We now bound each term on the RHS of (5.36).
The term R1 can be bounded using the Cauchy-Schwarz inequality, Young’s inequality, and

the inequality (2.5):

|R1| ≤
1

6
|||∇φ̂ρ

L|||20,Ω + C1

∑

e∈Γh

r2
ρ

|e|‖[φ̂
ρ
L]‖2

0,e. (5.37)

Next, applying the Cauchy-Schwarz and Young’s inequalities and using the boundedness of
||φu||∞,Ω, established in Lemma 5.1, we obtain the following bound on R2:

|R2| ≤
1

6
|||(φ̂ρ

L)
x
|||20,Ω + C2‖φ̂ρ

L‖2
0,Ω. (5.38)

Using the Cauchy-Schwarz and Young’s inequalities and the fact that φρ
L,n ∈ S, we bound the

term R3 by

|R3| ≤
1

6
|||(φ̂ρ

L)
x
|||20,Ω + C3‖φu

n − φu‖2
0,Ω (5.39)

We then use the Cauchy-Schwarz inequality, the inequality (2.5), and the first numerical flux
formula in (5.8) to estimate R4:

|R4| ≤ ‖φ̂ρ
L‖2

0,Ω + C4

∑

e∈Γh

r2
ρ

|e|‖[φ̂
ρ
L]‖2

0,e. (5.40)

We now consider the term R5. It follows from formulae (5.8)–(5.9) that the numerical fluxes
(χφρ

L,nφ
u)∗ is the composition of the continuous functions with respect to the variables (φu)E1

e

and (φu)E2

e . Hence, we can apply the Cauchy-Schwarz inequality and the inequality (2.5) to R5

so that it is bounded by

|R5| ≤ ‖(χφρ
L,nφ

u)∗ − (χφρ
L,nφ

u
n)∗‖2

0,Ω
+ C5

∑

e∈Γh

r2
ρ

|e|‖[φ̂
ρ
L]‖2

0,e. (5.41)

The terms R6, R7, R8, and R9 are similar to the terms R2, R3, R4, and R5 estimated in (5.38),
(5.39), (5.40), and (5.41), respectively. Therefore, we obtain

|R6| ≤
1

6
|||(φ̂ρ

L)
y
|||20,Ω + C6‖φ̂ρ

L‖2
0,Ω, (5.42)

|R7| ≤
1

6
|||(φ̂ρ

L)
y
|||20,Ω + C7‖φv

n − φv‖2
0,Ω, (5.43)

|R8| ≤ ‖φ̂ρ
L‖2

0,Ω + C8

∑

e∈Γh

r2
ρ

|e|‖[φ̂
ρ
L]‖2

0,e, (5.44)

|R9| ≤ ‖(χφρ
L,nφ

v)∗ − (χφρ
L,nφ

v
n)∗‖2

0,Ω
+ C9

∑

e∈Γh

r2
ρ

|e|‖[φ̂
ρ
L]‖2

0,e. (5.45)

Substituting the estimates (5.37)–(5.45) into (5.36) yields:

1

2

d

dt
‖φ̂ρ

L‖2
0,Ω +

1

2
|||∇φ̂ρ

L|||20,Ω + (σρ − C)
∑

e∈Γh

r2
ρ

|e| ||[φ̂
ρ
L]||20,e ≤ C∗‖φ̂ρ

L‖2
0,Ω + C∗∗

(
‖φu

n − φu‖2
0,Ω

+ ‖φv
n − φv‖2

0,Ω + ‖(χφρ
L,nφ

u)∗ − (χφρ
L,nφ

u
n)∗‖2

0,Ω
+ ‖(χφρ

L,nφ
v)∗ − (χφρ

L,nφ
v
n)∗‖2

0,Ω

)
,
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where the penalty parameter σρ is chosen sufficiently large so that the coefficient (σρ − C) is
nonnegative.

We now integrate the latter inequality with respect to time from 0 to t and apply Gronwall’s
Lemma 2.6 to obtain

‖φ̂ρ
L‖2

0,Ω +

t∫

0

(
|||∇φ̂ρ

L|||20,Ω + (σρ − C)
∑

e∈Γh

r2
ρ

|e| ||[φ̂
ρ
L]||20,e

)
dt ≤M

(
‖φρ,0

L ‖2
0,Ω +

t∫

0

(
‖φu

n − φu‖2
0,Ω

+ ‖φv
n − φv‖2

0,Ω + ‖(χφρ
L,nφ

u)∗ − (χφρ
L,nφ

u
n)

∗‖2

0,Ω
+ ‖(χφρ

L,nφ
v)∗ − (χφρ

L,nφ
v
n)∗‖2

0,Ω

))
.

Finally, taking the supremum over t and since φ̂ρ,0
L = 0, we arrive at

sup
t∈[0,T ]

‖φ̂ρ
L‖2

0,Ω +

T∫

0

(
|||∇φ̂ρ

L|||20,Ω +
∑

e∈Γh

r2
ρ

|e| ||[φ̂
ρ
L]||20,e

)
dt ≤M∗

T∫

0

(
‖φu

n − φu‖2
0,Ω + ‖φv

n − φv‖2
0,Ω

+ ‖(χφρ
L,nφ

u)∗ − (χφρ
L,nφ

u
n)∗‖2

0,Ω
+ ‖(χφρ

L,nφ
v)∗ − (χφρ

L,nφ
v
n)∗‖2

0,Ω

)
.

This inequality together with the similar inequalities for φ̂c, φ̂u, and φ̂v, which can be obtained
in an analogous way, imply continuity of the operator A.

Applying similar techniques to the difference (φ
ρ

L, φ
c

L, φ
u

L, φ
v

L) := (φρ
L, φ

c
L, φ

u
L, φ

v
L)(t1, x1, y1) −

(φρ
L, φ

c
L, φ

u
L, φ

v
L)(t2, x2, y2) and using the fact that (φu, φv) ∈ S, one can show that the operator

A is equicontinuous. �

Equipped with Lemma 5.4, we conclude that the operator A is compact. Hence, by the second
Schauder fixed-point theorem, [24], it has at least one fixed point (ρDG, cDG, uDG, vDG), which
is the DG solution of (3.3)–(3.6). For this solution, we establish the convergence rate results,
stated in the following theorem.

Theorem 5.5 (L2(H1)- and L∞(L2)-Error Estimates) Let the solution of the Keller-Segel
system (1.3)–(1.6) satisfies the smoothness assumption (5.2). If the penalty parameters σρ, σc,
σu, and σv in the DG method (3.3)–(3.9) are sufficiently large and rmin ≥ 2, then there exist
constants Cρ and Cc, independent of h, rρ, rc, ru, and rv such that the following two error
estimates hold:

‖ρDG − ρ‖L∞([0,T ];L2(Ω)) + |||∇(ρDG − ρ)|||L2([0,T ];L2(Ω)) +

( T∫

0

∑

e∈Γh

r2
ρ

|e|‖[ρ
DG − ρ]‖2

0,e

) 1

2

≤ CρE,

‖cDG − c‖L∞([0,T ];L2(Ω)) + |||∇(cDG − c)|||L2([0,T ];L2(Ω)) +

( T∫

0

∑

e∈Γh

r2
c

|e|‖[c
DG − c]‖2

0,e

) 1

2

≤ CcE,

where

E :=

(
hmin(rρ+1,sρ)−1

r
sρ−2
ρ

+
hmin(rc+1,sc)−1

rsc−2
c

+
hmin(ru+1,su)−1

rsu−2
u

+
hmin(rv+1,sv)−1

rsv−2
v

)
.
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Proof: The result follows from the definition of space S, the fact that the DG solution is a fixed
point of the compact operator A (defined above), the hp Approximation Lemma 2.1, and the
triangle inequality. �

Remark. The obtained error estimates are h-optimal, but only suboptimal for r.

Finally, equipped with the results established in Theorem 5.5, we obtain the following bound
for the blow-up time of the exact solution of the Keller-Segel system.

Theorem 5.6 Let us denote by tb the blow-up time of the exact solution of the Keller-Segel
system (1.1) and by tDG

b the blow-up time of the DG solution of (3.3)–(3.9). Then tb ≤ tDG
b .

Proof: The solution ρ of the Keller-Segel model blows up if ‖ρ‖L∞(Ω) becomes unbounded in
either finite or infinite time (see, e.g., [26, 27]). Therefore, in order to prove the theorem we need
to establish an L∞-error bound. Consider interpolant ρ̃

From Theorem 5.5 we have the following L2-error bound:

‖ρDG − ρ̃‖L2(Ω) ≤ Cρ

(
hmin(rρ+1,sρ)−1

r
sρ−2
ρ

+
hmin(rc+1,sc)−1

rsc−2
c

+
hmin(ru+1,su)−1

rsu−2
u

+
hmin(rv+1,sv)−1

rsv−2
v

)
,

which together with the inverse inequality (2.6) leads to the desired L∞-error bound,

‖ρDG − ρ̃‖L∞(Ω) ≤ Cρ

(
hmin(rρ+1,sρ)−2

r
sρ−3
ρ

+
hmin(rc+1,sc)−2

rsc−3
c

+
hmin(ru+1,su)−2

rsu−3
u

+
hmin(rv+1,sv)−2

rsv−3
v

)
,

which, in turn, implies that

‖ρDG‖L∞(Ω) ≤ ‖ρ̃‖L∞(Ω)+Cρ

(
hmin(rρ+1,sρ)−2

r
sρ−3
ρ

+
hmin(rc+1,sc)−2

rsc−3
c

+
hmin(ru+1,su)−2

rsu−3
u

+
hmin(rv+1,sv)−2

rsv−3
v

)
.

From the last estimate the statement of the theorem follows. �

6 Numerical Example

In this section, we demonstrate the performance of the proposed DG method. In all our numerical
experiments, we have used the third-order strong stability preserving Runge-Kutta method for
the time discretization, [23]. No slope limiting technique has been implemented. The values of the
penalty parameters used are σρ = σc = 1 and σu = σv = 0.01. We note that no instabilities have
been observed when the latter two parameters were taken zero, however, since our convergence
proof requires σu and σv to be positive, we only show the results obtained with positive σu and
σv, which are almost identical to the ones obtained with σu = σv = 0.

We consider the initial-boundary value problem for the Keller-Segel system in the square do-
main [−1

2
, 1

2
] × [−1

2
, 1

2
]. We take the chemotactic sensitivity χ = 1 and the bell-shaped initial

data
ρ(x, y, 0) = 1200e−120(x2+y2), c(x, y, 0) = 600e−60(x2+y2).

According to the results in [25], both components ρ and c of the solution are expected to blow
up at the origin in finite time. This situation is especially challenging since capturing blowing
up solution with shrinking support is extremely hard.
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In Figures 6.1–6.4, we plot the logarithmically scaled density, ln(1+ρDG), computed at different
times on two different uniform grids with h = 1/51 (Figures 6.1 and 6.3) and h = 1/101 (Figures
6.2 and 6.4). The results shown in Figures 6.1–6.2 have been obtained with quadratic polynomials
(i.e., rρ = rc = ru = rv = r = 2), while the solution shown in Figures 6.3–6.4 have been computed
with the help of cubic polynomials (i.e., rρ = rc = ru = rv = r = 3).

Numerical convergence of the scheme is verified by refining the mesh and by increasing the
polynomial degree. As one can see, the computed solutions in a very good agreement at the
smaller times (t = 1.46 · 10−5, 2.99 · 10−5, and 6.03 · 10−5). However, at time close to the blow-
up time (t = 1.21 · 10−4) the maximum value of ρDG grows while its support shrinks, and no
mesh-refinement convergence is observed: the numerical solution keeps increasing when the mesh
is refined. Using Theorem 5.6, we can conclude that in this example, the blow-up time of the
exact solution is less or equal to the blow-up time of the DG solution, which is approximately
tDG
b ≈ 1.21 · 10−4.

We note that even though no slope limiting or any other positivity preserving techniques
have been implemented, the computed solutions have never developed negative values and are
oscillation-free.
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Figure 6.1: h = 1/51, r = 2. Logarithmically scaled density computed at t = 1.46 · 10−5 (top left),
t = 2.99 · 10−5 (top right), t = 6.03 · 10−5 (bottom left), and t = 1.21 · 10−4 ≈ tDG

b (bottom right).

Finally, we check the numerical order of the convergence of the proposed DG method. We first
consider the smooth solution at a very small time t = 1.0 · 10−7 and test the convergence with
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Figure 6.2: The same as in Figure 6.1 but with h = 1/101, r = 2.

respect to the mesh size h for the fixed r = 2 (piecewise quadratic polynomials). Since the exact
solution for the Keller-Segel system is unavailable, we compute the reference solution by the
proposed DG method on a fine mesh with h = 1/128 and using the fifth-order (r = 5) piecewise
polynomials. We then use the obtained reference solution to compute the relative L2- and relative
H1-errors. These errors are presented in Table 6.1. From this table, one can see that the solution
numerically converges to the reference solution with the (optimal) second order in the H1-norm
which confirms the theoretical results predicted by our convergence analysis. Moreover, the
achieved third order of convergence in the L2-norm is optimal for quadratic piecewise polynomials.

We then test the convergence of the proposed DG method with respect to the degree r of
piecewise polynomials for the fixed h = 1/32. The obtained results, reported in Table 6.2, show
that the error decreases almost exponentially when the polynomial degree increases (this is a
typical situation when DG methods capture smooth solutions).

We also compute the L2-errors with respect to the reference solution, for the solutions plotted
on Figures 6.1 and 6.2 at times t = 2.99 · 10−5 and t = 6.03 · 10−5. These times are close to the
blowup time and the solutions develop a pick at the origin. The obtained errors are reported in
Table 6.3. As one can see, even for the spiky solutions, the convergence rate is very high though
it, as expected, deteriorates as t approaches tDG

b .
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Figure 6.3: The same as in Figures 6.1–6.2 but with h = 1/51, r = 3.

h L2-error Rate H1-error Rate

1/4 3.0578 – 1.5591 –
1/8 1.0290 1.6 1.2348 0.35
1/16 0.0796 3.7 0.5206 1.3
1/32 0.0075 3.4 0.0937 2.5
1/64 0.0006 3.6 0.0157 2.6

Table 6.1: Relative errors as functions of the mesh size h; r = 2 is fixed.

r L2-error Rate H1-error Rate

2 7.5e-03 – 9.4e-02 –
3 9.0e-04 5.2 2.2e-02 3.6
4 8.0e-05 8.4 2.6e-03 7.4
5 6.9e-06 11.0 2.9e-04 9.8

Table 6.2: Relative errors as functions of the piecewise polynomial degree r; h = 1/32 is fixed.
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Figure 6.4: The same as in Figures 6.1–6.3 but with h = 1/101, r = 3.

Appendix A: Proof of Theorem 5.3 — Continuation

In this appendix, we complete the proof of Theorem 5.3 by proving that (φc
L, φ

u
L, φ

v
L) ∈ S.

We begin with φc
L and show that φc

L ∈ S in a way similar to the proof of the fact that φρ
L ∈ S

given in §5. First, from the consistency Lemma 4.1 we obtain that the exact solution of (1.3)–(1.6)
satisfies equation (3.4), which may be rewritten as

∫

Ω

c̃tw
c +

∑

E∈Eh

∫

E

∇c̃∇wc −
∑

e∈Γh

∫

e

{∇c̃ · ne}[wc] + ε
∑

e∈Γh

∫

e

{∇wc · ne}[c̃] + σc

∑

e∈Γh

r2
c

|e|

∫

e

[c̃][wc]

+

∫

Ω

c̃wc −
∫

Ω

ρ̃wc = −
∫

Ω

ξc
tw

c −
∑

E∈Eh

∫

E

∇ξc∇wc +
∑

e∈Γh

∫

e

{∇ξc · ne}[wc]

− ε
∑

e∈Γh

∫

e

{∇wc · ne}[ξc] − σc

∑

e∈Γh

r2
c

|e|

∫

e

[ξc][wc] −
∫

Ω

ξcwc +

∫

Ω

ξρwc. (A.1)

We then subtract equation (A.1) from equation (5.5) and set wc = τ c to obtain

1

2

d

dt
‖τ c‖2

0,Ω + ‖τ c‖2
0,Ω + |||∇τ c|||20,Ω + σc

∑

e∈Γh

r2
c

|e|‖[τ
c]‖2

0,e
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h
t = 2.99 · 10−5 t = 6.03 · 10−5

L2-error Rate L2-error Rate
1/51 5.5e-02 – 5.0e-02 –
1/101 5.2e-03 3.4 1.1e-02 2.2

Table 6.3: Relative L2-errors at two different times; r = 2 is fixed.

=

∫

Ω

τρτ c + (1 − ε)
∑

e∈Γh

∫

e

{∇τ c · ne}[τ c] +

∫

Ω

ξc
t τ

c +
∑

E∈Eh

∫

E

∇ξc∇τ c −
∑

e∈Γh

∫

e

{∇ξc · ne}[τ c]

+ ε
∑

e∈Γh

∫

e

{∇τ c · ne}[ξc] + σc

∑

e∈Γh

r2
c

|e|

∫

e

[ξc][τ c] +

∫

Ω

ξcτ c −
∫

Ω

ξρτ c =: T c
1 + ...+ T c

9 . (A.2)

Next, we bound each term on the RHS of (A.2).
We begin with the term T c

1 . We first bound it using the Cauchy-Schwarz and Young’s inequal-
ities, and then apply the estimate (5.33). This results in

|T c
1 | ≤ ‖τ c‖2

0,Ω +
1

4
‖τρ‖2

0,Ω

≤ ‖τ c‖2
0,Ω +

CI

4

(
h2 min(rρ+1,sρ)−2

r
2sρ−4
ρ

+
h2min(rc+1,sc)−2

r2sc−4
c

+
h2min(ru+1,su)−2

r2su−4
u

+
h2min(rv+1,sv)−2

r2sv−4
v

)
. (A.3)

The terms T c
2 , T c

3 , T c
4 , T c

5 , T c
6 , and T c

7 are similar to the terms T ρ
1 , T ρ

6 , T ρ
7 , T ρ

8 , T ρ
9 , and T ρ

10

estimated in (5.17), (5.23), (5.24), (5.25), (5.26), and (5.27), respectively. Hence, they can be
bounded as follows:

|T c
2 | ≤ εc

2|||∇τ c|||20,Ω + Cc
2

∑

e∈Γh

r2
c

|e|‖[τ
c]‖2

0,e, (A.4)

|T c
3 | ≤ ‖τ c‖2

0,Ω + C∗h
2min(rc+1,sc)

r2sc
c

, (A.5)

|T c
4 | ≤ εc

4|||∇τ c|||20,Ω + C∗h
2min(rc+1,sc)−2

r2sc−2
c

, (A.6)

|T c
5 | ≤ Cc

5

∑

e∈Γh

r2
c

|e|‖[τ
c]‖2

0,e + C∗h
2min(rc+1,sc)−2

r2sc−2
c

, (A.7)

|T c
6 | ≤ εc

6|||∇τ c|||20,Ω + C∗h
2min(rc+1,sc)−2

r2sc−4
c

, (A.8)

|T c
7 | ≤ Cc

6

∑

e∈Γh

τ 2
c

|e|‖[τ
c]‖2

0,e + C∗h
2min(rc+1,sc)−2

r2sc−4
c

. (A.9)

Finally, the last two terms on the RHS of (A.2), T c
8 and T c

9 , are bounded using the Cauchy-
Schwarz inequality, Young’s inequality, and the approximation inequality (2.2):

|T c
8 | ≤ ‖τ c‖2

0,Ω + C∗h
2min(rc+1,sc)

r2sc
c

, |T c
9 | ≤ ‖τ c‖2

0,Ω + C∗h
2min(rρ+1,sρ)

r
2sρ
ρ

. (A.10)
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Now substituting (A.3)–(A.10) into (A.2) and using the assumption that h < 1, we obtain the
following estimate for τ c:

1

2

d

dt
‖τ c‖2

0,Ω + (1 − εc
2 − εc

4 − εc
6)|||∇τ c|||20,Ω + (σc − Cc

2 − Cc
5 − Cc

6)
∑

e∈Γh

r2
c

|e|‖[τ
c]‖2

0,e

≤ 3‖τ c‖2
0,Ω + Cc

∗

(
h2min(rρ+1,sρ)−2

r
2sρ−4
ρ

+
h2 min(rc+1,sc)−2

r2sc−4
c

+
h2min(ru+1,su)−2

r2su−4
u

+
h2min(rv+1,sv)−2

r2sv−4
v

)
.(A.11)

This estimate is similar to the estimate (5.31). After a proper selection of εc
i and the penalty

parameter σc, we multiply (A.11) by 2, integrate with respect to time from 0 to t, apply Gronwall’s
Lemma 2.6, and take the supremum over t. This results in an estimate, which is completely
analogous to (5.33):

sup
[0,T ]

‖τ c‖2
0,Ω +

T∫

0

(
|||∇τ c|||20,Ω +

∑

e∈Γh

r2
c

|e|‖[τ
c]‖2

0,e

)

≤ CII

(
h2 min(rρ+1,sρ)−2

r
2sρ−4
ρ

+
h2min(rc+1,sc)−2

r2sc−4
c

+
h2min(ru+1,su)−2

r2su−4
u

+
h2min(rv+1,sv)−2

r2sv−4
v

)
,(A.12)

where CII is a constant that depends on ‖ρ‖(L∞([0,T ]);H2(Ω)), ‖ρt‖(L∞([0,T ]);L2(Ω)), ‖c‖(L∞([0,T ]);H2(Ω)),

‖ct‖(L∞([0,T ]);L2(Ω)), ‖u‖(L∞([0,T ]);L2(Ω)), ‖v‖(L∞([0,T ]);L2(Ω)), and T only.

Hence, according to the definition on page 9, the estimate (A.12) implies that φc
L ∈ S.

Next, we proceed with proving that φu
L ∈ S. Once again, by the consistency Lemma (4.1), the

exact solution satisfies the following equation (compare it with (3.5)):

∫

Ω

ũwu +
∑

E∈Eh

∫

E

c̃(wu)x +
∑

e∈Γver

h

∫

e

(−c)∗∗u nx[w
u] −

∑

e∈∂Ωver

∫

e

c̃nxw
u + σu

∑

e∈Γh∪∂Ωver

r2
u

|e|

∫

e

[ũ][wu]

= −
∫

Ω

ξuwu −
∑

E∈Eh

∫

E

ξc(wu)x +
∑

e∈∂Ωver

∫

e

ξcnxw
u − σu

∑

e∈Γh∪∂Ωver

r2
u

|e|

∫

e

[ξu][wu], (A.13)

where

(−c)∗∗u := −a
out
L cE

1

e − ain
L c

E2

e

aout
L − ain

L

− aout
L ain

L

aout
L − ain

L

[u].

Subtracting equation (A.13) from (5.6) and choosing wu = τu, we obtain

‖τu‖2
0,Ω + σu

∑

e∈Γh∪∂Ωver

r2
u

|e|‖[τ
u]‖2

0,Ω

= −
∑

E∈Eh

∫

E

τ c(τu)x −
∑

e∈Γver

h

∫

e

((−φc
L)∗u − (−c)∗∗u )nx[τ

u] +
∑

e∈∂Ωver

∫

e

τ cnx[τ
u] +

∫

Ω

ξuτu

+
∑

E∈Eh

∫

E

ξc(τu)x −
∑

e∈∂Ωver

∫

e

ξcnx[τ
u] + σu

∑

e∈Γh∪∂Ωver

r2
u

|e|

∫

e

[ξu][τu] =: T u
1 + ...+ T u

7 , (A.14)
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and bound each term on the RHS of (A.14).
To estimate the term T u

1 , we first integrate by parts and rewrite it as

T u
1 = −

(
−
∑

E∈Eh

∫

E

(τ c)xτ
u +

∑

E∈Eh

∑

e∈∂E

∫

e

τ cτunx

)
=
∑

E∈Eh

∫

E

(τ c)xτ
u −

∑

e∈Γver

h
∪∂Ωver

∫

e

[τ cτu]nx.

Then, using the formula for the jump and the average operators (2.1), we obtain

T u
1 =

∑

E∈Eh

∫

E

(τ c)xτ
u −

∑

e∈Γver

h

∫

e

[τ c]{τu}nx −
∑

e∈Γver

h

∫

e

[τu]{τ c}nx −
∑

e∈∂Ωver

∫

e

τ c[τu]nx.

Hence, using the Cauchy-Schwarz inequality, Young’s inequality, the inequality (2.5), and apply-
ing the assumption (3.2), we arrive at the following bound for T u

1 :

|T u
1 | ≤

9

16
‖τu‖2

0,Ω + Cu
1

∑

e∈Γh∪∂Ωver

r2
u

|e|‖[τ
u]‖2

0,e +
1

2
|||(τ c)x|||

2
0,Ω + Cu

2 ‖τ c‖2
0,Ω + Cu

3

∑

e∈Γh

r2
c

|e|‖[τ
c]‖2

0,e.

(A.15)
A bound for T u

2 can be obtained in a way similar to the one the bound on T ρ
3 has been

established:

|T u
2 | ≤

∑

e∈Γver

h

(∣∣∣∣
∫

e

aout
L

aout
L − ain

L

(
(φc

L)E1

e − cE
1

e

)
nx[τ

u]

∣∣∣∣+
∣∣∣∣
∫

e

−ain
L

aout
L − ain

L

(
(φc

L)E2

e − cE
2

e

)
nx[τ

u]

∣∣∣∣

+

∣∣∣∣
∫

e

−ain
L a

out
L

aout
L − ain

L

[φu
L − u]nx[τ

u]

∣∣∣∣
)

:= I + II + III. (A.16)

From (5.10) and (5.13), the first term on the RHS of (A.16) can be estimated by

I ≤
∑

e∈Γh

(∣∣∣∣
∫

e

(τ c)E1

e nx[τ
u]

∣∣∣∣+
∣∣∣∣
∫

e

(ξc)E1

e nx[τ
u]

∣∣∣∣
)

:= Ĩ.

Using then the Cauchy-Schwarz inequality, the trace inequality (2.3), the inequality (2.5), and

the assumption (3.2), we estimate Ĩ as follows:

Ĩ ≤ 1

2
‖τ c‖2

0,Ω +K
∑

e∈Γh

r2
u

|e|‖[τ
u]‖2

0,e + C
h2 min(rc+1,sc)

r2sc
c

.

A similar bound can be derived for the second term on the RHS of (A.16). The third term on
the RHS of (A.16) is similar to the third term on the RHS of (5.19), hence it can be bounded by

III ≤
(
K1h

r2
u

+K2

)∑

e∈Γh

r2
u

|e|‖[τ
u]‖2

0,e + C
h2min(ru+1,su)

r2su
u

.

Combining the above bounds on I, II, and III, we arrive at

|T u
2 | ≤ ‖τ c‖2

0,Ω + Cu
4

∑

e∈Γh

r2
u

|e|‖[τ
u]‖2

0,e + C∗

(
h2min(ru+1,su)

r2su
u

+
h2min(rc+1,sc)

r2sc
c

)
. (A.17)
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To bound the term T u
3 , we use the Cauchy-Schwarz inequality, Young’s inequality, and the

inequality (2.5), which yield

|T u
3 | ≤ Cu

5 ‖τ c‖2
0,Ω + Cu

6

∑

e∈∂Ωver

r2
u

|e|‖[τ
u]‖2

0,e. (A.18)

The term T u
4 is bounded with the help of Cauchy-Schwarz inequality, Young’s inequality, and

the approximation inequality (2.2):

|T u
4 | ≤

1

16
‖τu‖2

0,Ω + C∗h
2min(ru+1,su)

r2su
u

. (A.19)

Using the Cauchy-Schwarz inequality and the inverse inequality (2.7), we first bound T u
5 by

|T u
5 | ≤

∑

E∈Eh

‖ξc‖0,E‖(τu)x‖0,E
≤
∑

E∈Eh

‖ξc‖0,Eh
−1r2

u‖τu‖0,E := T̃ u
5 . (A.20)

We then use Young’s inequality, the assumption (3.2), and the approximation inequality (2.2) to
obtain

T̃ u
5 ≤ 1

16
‖τu‖2

0,Ω + C∗h
2min(rc+1,sc)−2

r2sc−4
c

. (A.21)

The term T u
6 is bounded using the Cauchy-Schwarz inequality, the trace inequality (2.3), and

the approximation inequality (2.2):

|T u
6 | ≤ Cu

7

∑

e∈∂Ωver

r2
u

|e|‖[τ
u]‖2

0,e + C∗h
2 min(rc+1,sc)

r2sc
c

. (A.22)

The last term T u
7 is similar to term T ρ

10, estimated in (5.27). Hence,

|T u
7 | ≤ Cu

8

∑

e∈Γh∪∂Ωver

r2
u

|e|‖[τ
u]‖2

0,e + C∗h
2 min(ru+1,su)−2

r2su−4
u

. (A.23)

After obtaining the estimates (A.15) and (A.17)–(A.23), we plug them into (A.14) and use the
assumption h < 1 to obtain

5

16
‖τu‖2

0,Ω + (σu − Cu
1 − Cu

4 − Cu
6 − Cu

7 − Cu
8 )

∑

e∈Γh∪∂Ωver

r2
u

|e|‖[τ
u]‖2

0,e ≤ (1 + Cu
2 + Cu

5 )‖τ c‖2
0,Ω

+
1

2
|||(τ c)x|||

2
0,Ω + Cu

3

∑

e∈Γh

r2
c

|e|‖[τ
c]‖2

0,e + C∗
u

(
h2min(rc+1,sc)−2

r2sc−2
c

+
h2min(ru+1,su)−2

r2su−4
u

)
. (A.24)

In the same way as we have derived the estimate (A.24), we can establish the following bound:

5

16
‖τ v‖2

0,Ω + (σv − Cv
1 − Cv

4 − Cv
6 − Cv

7 − Cv
8 )

∑

e∈Γh∪∂Ωhor

r2
v

|e|‖[τ
v]‖2

0,e ≤ (1 + Cv
2 + Cv

5 )‖τ c‖2
0,Ω

+
1

2
|||(τ c)y|||

2

0,Ω
+ Cv

3

∑

e∈Γh

r2
c

|e|‖[τ
c]‖2

0,e + C∗
v

(
h2 min(rc+1,sc)−2

r2sc−4
c

+
h2min(rv+1,sv)−2

r2sv−4
v

)
. (A.25)
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Next, we use Lemma 2.4 to bound ‖τ c‖2
0,Ω on the RHS of (A.24) and (A.25). This results in

5

16
‖τu‖2

0,Ω + (σu − Cu
1 − Cu

4 − Cu
6 − Cu

7 − Cu
8 )

∑

e∈Γh∪∂Ωver

r2
u

|e|‖[τ
u]‖2

0,e

≤
(1

2
+K(1 + Cu

2 + Cu
5 )
)
|||∇τ c|||20,Ω + (Cu

3 +K(1 + Cu
2 + Cu

5 ))
∑

e∈Γh

r2
c

|e|‖[τ
c]‖2

0,e

+ C∗
u

(
h2min(rc+1,sc)−2

r2sc−2
c

+
h2min(ru+1,su)−2

r2su−4
u

)
, (A.26)

and

5

16
‖τ v‖2

0,Ω + (σv − Cv
1 − Cv

4 − Cv
6 − Cv

7 − Cv
8 )

∑

e∈Γh∪∂Ωhor

r2
v

|e|‖[τ
v]‖2

0,e

≤
(1

2
+K(1 + Cv

2 + Cv
5 )
)
|||∇τ c|||20,Ω + (Cv

3 +K(1 + Cv
2 + Cv

5 ))
∑

e∈Γh

r2
c

|e|‖[τ
c]‖2

0,e

+ C∗
v

(
h2min(rc+1,sc)−2

r2sc−2
c

+
h2min(rv+1,sv)−2

r2sv−4
v

)
. (A.27)

We then multiply both sides of (A.26) and (A.27) by 16/5, choose the appropriate penalty
parameters σu and σv, integrate with respect to time from 0 to T , and use the estimate (A.12)
to obtain

T∫

0

(
‖τu‖2

0,Ω +
∑

e∈Γh∪∂Ωver

r2
u

|e|‖[τ
u]‖2

0,e

)

≤ CIII

(
h2min(rρ+1,sρ)−2

r
2sρ−4
ρ

+
h2min(rc+1,sc)−2

r2sc−4
c

+
h2min(ru+1,su)−2

r2su−4
u

+
h2min(rv+1,sv)−2

r2sv−4
v

)
(A.28)

and

T∫

0

(
‖τ v‖2

0,Ω +
∑

e∈Γh∪∂Ωhor

r2
v

|e|‖[τ
v]‖2

0,e

)

≤ CIV

(
h2min(rρ+1,sρ)−2

r
2sρ−4
ρ

+
h2min(rc+1,sc)−2

r2sc−4
c

+
h2 min(ru+1,su)−2

r2su−4
u

+
h2 min(rv+1,sv)−2

r2sv−4
v

)
,(A.29)

where CIII and CIV are constants that depend on ‖ρ‖(L∞([0,T ]);H2(Ω)), ‖ρt‖(L∞([0,T ]);L2(Ω)),

‖c‖(L∞([0,T ]);H2(Ω)), ‖ct‖(L∞([0,T ]);L2(Ω)), ‖u‖(L∞([0,T ]);L2(Ω)), ‖v‖(L∞([0,T ]);L2(Ω)), and T only.

We now estimate the RHS of (A.24) in a different way: we apply the inequality (2.5) and the
inverse inequality (2.7), which yield

5

16
‖τu‖2

0,Ω + (σu − Cu
1 − Cu

4 − Cu
6 − Cu

7 − Cu
7 )

∑

e∈Γh∪∂Ωver

r2
u

|e|‖[τ
u]‖2

0,e

≤ Ku

r4
c

h2
‖τ c‖2

0,Ω + C∗
u

(
h2min(rc+1,sc)−2

r2sc−2
c

+
h2 min(ru+1,su)−2

r2su−4
u

)
.
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We then take the supremum over t, choose the appropriate penalty parameters σu and σv, and
use the estimate (A.12) to obtain

sup
[0,T ]

(
‖τu‖2

0,Ω +
∑

e∈Γh∪∂Ωver

r2
u

|e|‖[τ
v]‖2

0,e

)

≤ C

(
h2min(rρ+1,sρ)−4

r
2sρ−8
ρ

+
h2min(rc+1,sc)−4

r2sc−8
c

+
h2min(ru+1,su)−4

r2su−8
u

+
h2min(rv+1,sv)−4

r2sv−8
v

)
.

Finally, using the assumptions on r, s, and h, we conclude that

sup
[0,T ]

(
‖τu‖2

0,Ω +
∑

e∈Γh∪∂Ωver

r2
u

|e|‖[τ
v]‖2

0,e

)
≤ C∗

uh
2

(
1

r4
ρ

+
1

r4
c

+
1

r4
u

+
1

r4
v

)
, (A.30)

where the constant C∗
u is independent of h and r.

The bound on τ v is obtained similarly:

sup
[0,T ]

(
‖τ v‖2

0,Ω +
∑

e∈Γh∪∂Ωhor

r2
v

|e|‖[τ
v]‖2

0,e

)
≤ C∗

vh
2

(
1

r4
ρ

+
1

r4
c

+
1

r4
u

+
1

r4
v

)
, (A.31)

where C∗
v is independent of h and r.

According to the definition on page 9, the estimates (A.28)–(A.29) and (A.30)–(A.31) ensure
that (φu

L, φ
v
L) ∈ S.
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[5] I. Babuška and M. Suri, The h-p version of the finite element method with quasiuniform
meshes, RAIRO Modél. Math. Anal. Numér., 21 (1987), pp. 199–238.
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