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Abstract

Γ-convergence techniques combined with techniques of 2-scale convergence are used to give a char-
acterization of the behavior as ε goes to zero of a family of integral functionals defined on Lp(Ω;Rd)
by

Iε(u) :=
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ε
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”
dx if u ∈ W 1,p(Ω;Rd),

∞ otherwise,

under periodicity (and nonconvexity) hypothesis, standard p-coercivity and p-growth conditions with
p > 1. Uniform continuity with respect to the x variable, as it is customary in the existing literature,
is not required.
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1 Introduction and main result

The analysis of the limiting behavior of ordinary or partial differential (systems of) equations with oscillat-
ing and periodic coefficients was initiated using asymptotic expansions (see Bensoussan, Lions and Papan-
icolau [9], Jikov, Kozlov and Oleinik [39] and Sanchez-Palencia [52]), and it evolved toward more general
situations through the concepts of G-convergence introduced by Spagnolo (see [53]), H-convergence due
to Murat and Tartar (see [48] and [54]), Γ-convergence due to De Giorgi (see [27] and [29]), and of 2-scale
convergence introduced by Nguetseng (see [42], [49] and [50]), further developed by Allaire and Briane
(see [2] and [3]) and generalized by many other authors.

From a variational point of view the asymptotic analysis or homogenization of integral functionals, as
it is referred in the literature, rests on the study of the equilibrium states, or minimizers, of a family of
functionals of the type

Iε(u) =
∫

Ω

fε(x,∇u(x)) dx,

where the functions fε are increasingly oscillating in the first variable as the parameter ε goes to zero, Ω
is an open bounded set in RN with N > 1, and u is a scalar or vector-valued function in some Sobolev
space. The understanding of the effective energy carried by these functionals leads to a “homogenized”
functional Ihom such that a sequence of minimizers uε of Iε converges, as ε goes to zero, to a limit u
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Figure 1: Typical example

that is a minimizer of the functional Ihom. Hence Ihom captures the limiting behavior of equilibria, and
a main quest in the Calculus of Variations is to obtain explicit characterizations of this functional, in
particular to reach an integral representation formula of the type

Ihom =
∫

Ω

fhom(x,∇u(x)) dx

where the effective energy density fhom is to be determined.

Our aim here is to characterize the behavior as ε tends to zero of the family of functionals Iε :
Lp(Ω;Rd) → [0,∞] defined by

Iε(u) :=





∫

Ω

f
(
x,
x

ε
,∇u(x)

)
dx if u ∈W 1,p(Ω;Rd),

∞ otherwise,

(1.1)

under periodicity (and nonconvexity) hypothesis, p-coercivity and p-growth conditions with p > 1. Iε(u)
can be interpreted as the energy under a deformation u of an elastic body whose microstructure is periodic
of period ε (Figure. 1). We seek to approximate, in a Γ-convergence sense, the microscopic behavior of
this kind of material by a macroscopic, or average, description. We combine a Γ-limit argument with
techniques of 2-scale convergence.

In the sequel given Ω an open bounded set in RN with N > 1, we define A(Ω) as the family of all
its open subsets, and the notation Γ(Lp(Ω))-limit stands for the Γ-convergence with respect to the usual
metric in Lp(Ω;Rd) (d > 1). The space Rd×N will be identified with the set of real d × N matrices,
Q := (0, 1)N is the unit cube in RN , and LN or | · | stands for the usual Lebesgue measure in RN . Given
c ∈ R we denote its integer part by [c]. Throughout the text β represents a generic constant and ε, εn
are small positive numbers.

Functionals of the type (1.1) have been already studied in the Γ-convergence sense by many authors
within the Sobolev and BV settings. In a Sobolev setting and for functionals of the form

∫

Ω

f
(x
ε
,∇u(x)

)
dx

we refer to Marcellini [44] and Carbone-Sbordone [21] for the scalar case, where it is assumed that
f = f(y, ξ) is Borel measurable, Q-periodic with respect to y and convex with respect to ξ (see also
Cioranescu, Damlamian and De Arcangelis [23]). In the vectorial (and nonconvex) case we refer the
reader to Müller [47] and Braides [12]. In [11] Braides studied functionals of the form

∫

Ω

f
(
x,
x

ε
, u(x),∇u(x)

)
dx,

for scalar-valued u under the assumptions that the integrand f = f(x, y, s, ξ) is convex in ξ, and that
there exist a locally integrable function b and a continuous positive real function ω, with ω(0) = 0, such
that
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|f(x, y, s, ξ)− f(x′, y, s′, ξ)| 6 ω(|x− x′|+ |s− s′|)(b(y) + f(x, y, s, ξ)) (1.2)

for all x, x′, y ∈ RN and s, s′ ∈ Rd. In addition f is assumed to be Borel measurable and Q-periodic
with respect to y.

A sketch of the proof of an analogous result in the vectorial setting for f = f(x, y, ξ) can be found
in Braides and Defranceschi [15] (convex and nonconvex case) and also in Braides and Lukkassen [17]
(convex case).

We refer also to Lukkassen [41], Braides and Lukkassen [17], Braides and Defranceschi [15], Fonseca
and Zappale [38], Berlyand, Cioranescu and Golovaty [10], and Babadjian and Báıa [5] for other multiscale
problems in the Γ-convergence and Sobolev setting.

Using 2-scale convergence techniques we will substantially weaken the continuity hypothesis (1.2)
required in the previous works without any convexity assumptions. We prove the following result.

Theorem 1.1. Let f : Ω× RN × Rd×N → R be a function such that

(H1) f(·, y, ·) is continuous in Ω× Rd×N for a.e. y ∈ RN ;

(H2) f(x, ·, ξ) is measurable for all x ∈ Ω and for all ξ ∈ Rd×N ;

(H3) f(x, ·, ξ) is Q-periodic for all x ∈ Ω and for all ξ ∈ Rd×N ;

(H4) there exist a real number p > 1 and a constant α > 0 such that

|ξ|p
α

− α 6 f(x, y, ξ) 6 α(1 + |ξ|p),

for all x ∈ Ω, for a.e. y ∈ RN and for all ξ ∈ Rd×N .

If u ∈ Lp(Ω;Rd) then

Ihom(u) := Γ(Lp(Ω))- lim
ε→0

Iε(u) =





∫

Ω

fhom(x,∇u(x)) dx if u ∈W 1,p(Ω;Rd),

∞ otherwise,

(1.3)

where

fhom(x, ξ) := lim
T→∞

inf
φ

{
1
TN

∫

(0,T )N

f(x, y, ξ +∇φ(y)) dy, φ ∈W 1,p
0

(
(0, T )N ;Rd

)
}

(1.4)

for all x ∈ Ω and all ξ ∈ Rd×N . Moreover, fhom is a Carathéodory function, satisfies similar p-coercivity
and p-growth conditions to those of f , and fhom(x, · ) is quasiconvex for all x ∈ Ω.

As for quasiconvex envelopes, there are very few explicit examples of homogenized densities in the
literature. A classical explicit derivation of the function fhom for elliptic operators in the homogeneous
case, that is, for integrands f that do not depend on the variable x, can be found in De Giorgi and
Spagnolo [31] (see also the book of Dal Maso [25] and references therein).

The proof of Theorem 1.1 uses the direct method of Γ-convergence. The existence of Γ-converging
(sub)sequences rests on the integral representation theorem of Buttazzo and Dal Maso (Theorem 2.10),
and arguments of two-scale convergence are used to derive an upper bound for the integrand of this
functional. To get the other bound we invoke the fact that, under hypotheses (H1)-(H4), f is “uniformly
continuous up to a small error”. The argument rests on the Scorza Dragoni Theorem (Theorem 2.8), the

3



periodicity of f on Q, and the Decomposition Lemma (Theorem 2.20) that allows us to select minimizing
sequences with p-equi-integrable gradients.

Two more remarks are worthy of note. First, it can be shown that for all x ∈ Ω and for all ξ ∈ Rd×N

fhom(x, ξ) = inf
T∈N

inf
φ

{
1
TN

∫

(0,T )N

f(x, y, ξ +∇φ(y)) dy, φ ∈W 1,p
0

(
(0, T )N ;Rd

)
}

(1.5)

and

fhom(x, ξ) = inf
T∈N

inf
φ

{
1
TN

∫

(0,T )N

f(x, y, ξ +∇φ(y)) dy, φ ∈W 1,p
per

(
(0, T )N ;Rd

)
}

(1.6)

(see [47] and [15]; see also Lemma 3.3). Secondly, we observe that under the additional hypothesis that
f(x, y, ·) is convex for all x and a.e. y, (1.5) or equivalently (1.6) simplify to read

fhom(x, ξ) = inf
φ

{∫

Q

f(x, y, ξ +∇φ(y)) dy, φ ∈W 1,p
per(Q;Rd)

}
. (1.7)

Identity (1.7) asserts that for convex integrands it is sufficient to consider variations which are periodic
in one cell Q, while for nonconvex integrands f it is necessary to consider variations which are periodic
over an infinite ensemble of cells. As noted by Müller, (1.7) hold for scalar u without assuming any
convexity hypothesis on f , and do not hold in the general vector-valued nonconvex case (see Section 4 in
[47]). Moreover, by hypothesis (H1), the p-growth condition in (H4) and by a variant of the Dominated
Convergence Theorem (see e.g. Theorem 4 in section 1.3 of Evans and Gariepy [34]) (1.4), (1.5)-(1.7)
hold if the admissible test functions are taken in any smooth dense subset of W 1,p

0

(
(0, T )N ;Rd

)
and

W 1,p
per

(
(0, T )N ;Rd

)
, respectively.

The fundamental property of Γ-convergence, and its main link to other homogenization techniques, is
that under certain compactness properties approximate minimizers of Iε converge to a minimizer of the
limiting functional Ihom. This is made precise in the following corollary of Theorem 1.1.

Corollary 1.2. The functional Ihom has a minimum on Vϕ =
{
u ∈W 1,p(Ω;Rd) : u− ϕ ∈W 1,p

0 (Ω;Rd)
}

and
min
u∈Vϕ

Ihom(u) = lim
ε→0

inf
u∈Vϕ

Iε(u).

Moreover, given εn → 0 and {un}n ⊂ Vϕ such that

lim
n→∞

Iεn(un) = min
u∈Vϕ

Ihom(u),

then (up to a subsequence) {un}n W 1,p-weakly converges to a minimum of Ihom on Vϕ.

We note that if Ω is assumed to be Lipschitz then the Γ-limit of the previous functionals for u ∈
W 1,p(Ω;Rd) would be the same if the weak W 1,p-topology had been considered in place of the strong
Lp-topology. For p = 1 our argument fails to characterize this Γ-limit for u ∈ W 1,1(Ω;Rd), either with
the strong L1-topology or with the weak W 1,1-topology, since sequences whose gradients are bounded in
L1 (see (H4)) are not necessarily compact in W 1,1, as the argument carried out in Step 2 of the proof of
Proposition 4.6 requires. These sequences are relatively compact only in the space of functions of bounded
variation. The homogenization of functionals of linear growth in the framework of Γ-convergence and
in the space of (special)bounded variation functions has been considered, among others, by Bouchitté
[18], Braides and Chiadò Piat [14] and Carbone, Cioranescu, De Arcangelis and Gaudiello (see [22] and
references therein) in the convex case; in the nonconvex case it has been treated by De Arcangelis and
Gargiulo [4] and Bouchitté, Fonseca and Mascarenhas [19].

4



We remark that an analogous result to that of Theorem 1.1 holds if we assume the integrand f =
f(x, y, ξ) to be measurable in x, continuous with respect to the pair (y, ξ), and Q-periodic as a function of
the variable y (see Section 5). This case was presented in detail in Báıa and Fonseca [6]. Recently, in an
independent work, Pedregal [51] prove Theorem 1.1 in the scalar and convex case using Young measures
techniques (see also Barchiesi [8]).

The overall plan of this work in the ensuing sections will be as follows: Section 2 collects the main
definitions and auxiliary results used in the proof of Theorem 1.1. In Section 3 we record the properties of
fhom for later use. These properties can be deduced from previous works but we present here alternative
proofs for the sake of completeness. The proof of Theorem 1.1 is given in Section 4, and finally in Section
5 we present a similar result under a different set of hypotheses.

2 Preliminaries

The purpose of this section is to give a brief overview of concepts and results that are used throughout
this work. All these results are stated without proofs as they can be readily found in the references given
below.

2.1 Γ-convergence of a family of functionals

We start by recalling De Giorgi’s notion of Γ-convergence and some of its basic properties (see De Giorgi
and dal Maso [27] and De Giorgi and Franzoni [29]). We refer to Braides [13] and Dal Maso [25] for a
comprehensive treatment and bibliography on the subject.

Throughout this subsection (X, d) denotes a metric space.

Definition 2.1. (Γ-convergence of a sequence of functionals) Let {In}n be a sequence of functionals
defined on X with values in R. The functional I : X → R is said to be the Γ-lim inf (resp. Γ-lim sup) of
{In}n with respect to the metric d if for every u ∈ X

I(u) = inf
{un}

{
lim inf
n→∞

In(un) : un ∈ X, un → u in X
}

(resp. lim sup
n→∞

).

In this case we write

I = Γ-lim inf
n→∞

In
(

resp. I = Γ-lim sup
n→∞

In
)
.

Moreover, the functional I is said to be the Γ-lim of {In}n if

I = Γ-lim inf
n→∞

In = Γ-lim sup
n→∞

In,

and in this case we write
I = Γ-lim

n→∞
In.

For every ε > 0 let Iε be a functional over X with values on R, Iε : X → R.

Definition 2.2. (Γ-convergence of a family of functionals)
A functional I : X → R is said to be the Γ- lim inf (resp. Γ-lim sup or Γ-lim) of {Iε}ε with respect to

the metric d, as ε→ 0, if for every sequence εn → 0

I = Γ-lim inf
n→∞

Iεn

(
resp. I = Γ-lim sup

n→∞
Iεn or I = Γ- lim

n→∞
Iεn

)
,

and we write
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I = Γ-lim inf
ε→0

Iε
(

resp. I = Γ-lim sup
ε→0

Iε or I = Γ-lim
ε→0

Iε
)
.

The next result states that a metric space (X, d) satisfies the Urysohn property with respect to Γ-
convergence.

Proposition 2.3. Given I : X → R and εn → 0, I = Γ- lim
n→∞

Iεn
if and only if for every subsequence

{εnj
}j there exists a further subsequence {εjk}k such that {Iεjk

}k Γ-converges to I.
If, in addition, (X, d) is a separable metric space then the following compactness property hold.

Theorem 2.4. Each sequence εn → 0 has a subsequence {εnj}j such that Γ-lim
j→∞

Iεnj
exists.

Proposition 2.5. If I = Γ-lim inf
ε→0

Iε (or Γ- lim sup
ε→0

) then I is lower semicontinuous (with respect to the

metric d). Consequently, if I = Γ-lim
ε→0

Iε then I is lower semicontinuous.

Definition 2.6. A family of functionals {Iε}ε is said to be equi-coercive if for every real number λ there
exists a compact set Kλ in X such that for each sequence εn → 0,

{u ∈ X : Iεn(u) 6 λ} ⊆ Kλ for every n ∈ N.

As mentioned before, one of the most important properties of Γ-convergence is that under appropriate
compactness properties it implies the convergence of (almost) minimizers of a family of equi-coercive
functionals to the minimum of the limiting functional. Precisely, we have the following result.

Theorem 2.7. (Fundamental Theorem of Γ-convergence) If {Iε}ε is a family of equi-coercive functionals
on X and if

I = Γ- lim
ε→0

Iε,
then the functional I has a minimum on X and

min
u∈X

I(u) = lim
ε→0

inf
u∈X

Iε(u).

Moreover, given εn → 0 and {un}n a converging sequence such that

lim
n→∞

Iεn(un) = lim
n→∞

inf
u∈X

Iεn(u), (2.1)

then its limit is a minimum point for I on X.

If (2.1) holds then {un}n is said to be a sequence of almost-minimizers for I.

2.2 Quasiconvex functions

We recall that a Borel measurable function f : Rd×N → R is said to be quasiconvex at a point x ∈ Rd×N
if

f(x) 6
∫

Ω

f(x+∇φ(y)) dy

for every φ ∈W 1,∞
0 (Ω;Rd) and for every open bounded set Ω ⊂ RN with LN (∂Ω) = 0, whereW 1,∞

0 (Ω;Rd)
is the space of Lipschitz functions in Ω with values on Rd and zero trace on ∂Ω. The function f is said
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to be quasiconvex if it is quasiconvex at any x ∈ Rd×N (see Morrey [46]). As it is known, if 1 6 p < ∞
and if f : Rd×N → R is quasiconvex and there exists γ > 0 such that

0 6 f(ξ) 6 γ(1 + |ξ|p)
for all ξ ∈ Rd×N , then the p-Lipschitz condition

|f(x)− f(y)| 6 β(1 + |x|p−1 + |y|p−1)|x− y| (2.2)

holds for all x, y ∈ Rd×N , and some β > 0 (see Marcellini [45]).

2.3 Carathéodory functions

Given Ω an open subset of RN , N > 1, and B a Borel set of Rl, l > 1, a function f : Ω×B → R is said
to be a Carathéodory integrand if

i) x 7→ f(x, ξ) is measurable for every ξ ∈ B,

ii) ξ 7→ f(x, ξ) is continuous for almost all x ∈ Ω.

In this work we deal with Carathéodory integrands where l = N + (d×N). We will use the following
characterization.

Theorem 2.8. (Scorza-Dragoni Theorem) (see Ekeland and Teman [33]) Let Ω ⊂ RN , N > 1, be an
open set. A function f : Ω × Rl → R, l > 1, is Carathéodory if and only if given a compact set K ⊂ Ω
and a positive number ε, there exists a compact set Kε ⊂ K such that LN (K \Kε) 6 ε and the restriction
of f to Kε × Rl is continuous.

The following result shows that every Carathéodory integrand is (equivalent to) a Borel function.

Proposition 2.9. (see Proposition 3.3 in Braides and Defranceschi [15] or Ekeland and Teman [33]) Let
Ω ⊂ RN , N > 1, be an open set, and let B be a Borel set of Rl, l > 1. Every Carathéodory integrand
f : Ω × B → R is (equivalent to) a Borel function, that is there exists a Borel function g : Ω × B → R
such that f(x, ·) = g(x, ·) for a.e. x ∈ Ω.

2.4 An integral representation theorem for functionals defined over Sobolev
spaces

In this section we recall an integral representation theorem for local functionals depending on Sobolev
functions and on open sets obtained by Buttazzo and Dal Maso. It provides abstract conditions under
which a functional I admits an integral representation of the form

I(u,A) =
∫

A

f(x,∇u(x)) dx

for some Carathéodory integrand f (see Theorem 1.1 in [20] and references therein).

Theorem 2.10. Let Ω be an open subset of RN , N > 1. Let I : W 1,p(Ω;Rd)×A(Ω) → R, with d > 1
and 1 6 p 6 ∞, where A(Ω) is the set of open subsets of Ω, satisfy the following properties

i) I is local on A(Ω), i.e. I(u,A) = I(v,A) whenever A ∈ A(Ω), u, v ∈ W 1,p(Ω;Rd) and u = v a.e.
on A;

ii) I is a measure on A(Ω), i.e. for every u ∈W 1,p(Ω;Rd) the set function I(u, .) is the restriction to
A(Ω) of a finite Radon measure;
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iii) I satisfies a growth condition of order p, i.e. if p < ∞ then there exist a ∈ L1(Ω) and b > 0 such
that for every A ∈ A(Ω) and every u ∈W 1,p(Ω;Rd),

|I(u,A)| 6
∫

A

[a(x) + b|∇u|p] dx,

and if p = ∞ then for every r > 0 there exists ar ∈ L1(Ω) such that

|I(u,A)| 6
∫

A

ar(x) dx

for every A ∈ A(Ω) and every u ∈W 1,∞(Ω;Rd) with |∇u| 6 r a.e. in A;

iv) I is translation invariant, i.e. for every A ∈ A(Ω), u ∈W 1,p(Ω;Rd), c ∈ Rd,

I(u+ c, A) = I(u,A);

v) for every A ∈ A(Ω), the function I(·, A) is s.w.l.s.c on W 1,p (s.w?.l.s.c if p = ∞).

Then, there exists a function f : Ω× Rd×N → R such that

a) for every A ∈ A(Ω) and every u ∈W 1,p(Ω;Rd) the integral representation formula holds

I(u,A) =
∫

A

f(x,∇u(x)) dx;

b) f is a Carathéodory integrand;

c) f(x, z) satisfies a growth condition of order p, that is, when p <∞ there exist d ∈ L1(Ω) and β > 0
such that

|f(x, z)| 6 d(x) + β|z|p,

for a.e. x ∈ Ω and for all z ∈ Rd×N , and when p = ∞ for every r > 0 there exists dr ∈ L1(Ω) such
that

|f(x, z)| 6 dr(x)

for a.e. x ∈ Ω and for all z ∈ Rd×N with |z| 6 r.

Remark 2.11.

i) Conditions a), b), c) imply i), ii), iii), iv) but not v). Nevertheless, the integral representation
theorem does not hold if we drop hypothesis v) (see examples in Buttazzo and Dal Maso [20]).

ii) Conditions a), b), c) and v) imply that for a.e. x ∈ Ω the function ξ 7→ f(x, ξ) is quasiconvex (see
Statment II.5 in Acerbi and Fusco [1]).
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2.5 Sufficient conditions for a set function to be a Radon measure

The following lemma provides sufficient conditions for a set function Π : A(X) → [0,∞) to be the
restriction of a Radon measure to A(X), where A(X) is the set of open subsets of a topological space X.
It is close in spirit to De Giorgi-Letta’s criterion (see [30]) and it is of importance to apply the Direct
Method of Γ-convergence as well as for the use of relaxation methods that strongly rely on the structure
of Radon measures.

Lemma 2.12. (see Fonseca and Malý [36]; also Fonseca and Leoni [35]) Let X be a locally compact
Hausdorff space, let Π : A(X) → [0,∞), and let µ be a finite Radon measure µ on X satisfying

i) (nested-subadditivity) Π(D) ≤ Π(D\B) + Π(C) for all B,C,D ∈ A(X) with B ⊂⊂ C ⊂ D;

ii) Given D ∈ A(X), for all ε > 0 there exists Dε ∈ A(X) such that Dε ⊂⊂ D and Π(D\Dε) ≤ ε;

iii) Π(X) ≥ µ(X);

iv) Π(D) ≤ µ(D) for all D ∈ A(X).

Then Π = µ|A(X).

2.6 The notion of 2-scale convergence

In this section we present in a schematic way the main properties of two-scale convergence introduced by
Nguetseng [49] (see [42] and also [50]) and further developed by Allaire and Briane (see [3] and Lukkassen,
Nguetseng and Wall [42]).

Definition 2.13. (Periodic function) A function f : RN → R, with N > 1, is

i) Q- periodic if f(·) = f(·+ lei) for all l ∈ Z, where {e1, ..., eN} is the canonical basis of RN ;

ii) kQ- periodic (or k- periodic), with k ∈ N, if f(k · ) is Q-periodic.

We denote by Cper(Q) the Banach space of all Q-periodic continuous functions defined in RN with values
in R endowed with the supremum norm, and by W 1,p

per(kQ) the W 1,p-closure of all kQ- periodic and
C1-functions defined in RN with values in R endowed with the W 1,p-norm.

Given Ω an open bounded subset of RN and 1 6 p < ∞, we denote by Lp(Ω;Cper(Q)) (resp.
Lp(Ω;W 1,p

per(kQ))) the space of all measurable functions f : Ω → Cper(Q) (resp. f : Ω → W 1,p
per(kQ))

such that
||f ||pLp(Ω;Cper(Q)) :=

∫

Ω

||f(x)||pCper(Q) dx <∞
(
resp. ||f ||p

Lp(Ω;W 1,p
per (kQ))

:=
∫

Ω

||f(x)||p
W 1,p

per (kQ)
dx <∞

)

where
||f(x)||Cper(Q) := max

y∈Q
|f(x, y)|

(
resp. ||f(x)||p

W 1,p
per (kQ)

:=
∫

kQ

|f(x, y)|p dy +
∫

kQ

|∇yf(x, y)|p dy
)
.

Clearly a function f ∈ Lp(Ω;Cper(Q)) (resp. Lp(Ω;W 1,p
per(kQ))) may be identified with the function

defined on Ω×RN via f(x, y) := f(x)(y) (∇yf denotes its derivative with respect to the second argument
y).
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Similarly, Lpper(Q;C(Ω)) stands for the space of functions f = f(y)(x) ≡ f(y, x) that are measurable,
p-summable, and Q-periodic in y, with values in the Banach space of continuous functions on Ω, with

||f ||p
Lp

per(Q;C(Ω))
:=

∫

Q

||f(y)||p
C(Ω)

dy

and
||f(y)||C(Ω) := max

x∈Ω
|f(y, x)|.

Generalized versions of the Riemann-Lebesgue Lemma hold for functions in Lp(Ω;Cper(Q)) and in
Lpper(Q;C(Ω)), p > 1.

Lemma 2.14. (see Lemma 5.2 in Allaire [2] and Theorem 3 in Lukkassen, Nguetseng and Wall [42]; see
also Bensoussan, Lions and Papanicolaou [9] and Donato [32]) Let f ∈ Lp(Ω;Cper(Q)) and let {εn}n be a
sequence of positive numbers converging to zero. Then for every n ∈ N the function f(·, ·

εn
) is measurable

in Ω, ∣∣∣∣
∣∣∣∣f

(
·, ·
εn

)∣∣∣∣
∣∣∣∣
Lp(Ω)

6 ||f ||Lp(Ω;Cper(Q))

and

lim
n→∞

∫

Ω

∣∣∣∣f
(
x,

x

εn

)∣∣∣∣
p

dx =
∫

Ω

∫

Q

|f(x, y)|p dy dx.

Lemma 2.15. (see Corollary 5.4 in Allaire [2] ) Let f ∈ Lpper(Q;C(Ω)) and let {εn}n be a sequence of
positive numbers converging to zero. Then for every n ∈ N the function f( ·

εn
, ·) is measurable in Ω,

∣∣∣∣
∣∣∣∣f

(
x

εn
, x

)∣∣∣∣
∣∣∣∣
Lp(Ω)

6 C||f ||Lp
per(Q;C(Ω))

for some C = C(Ω) > 0, and

lim
n→∞

∫

Ω

∣∣∣∣f
(
x

εn
, x

)∣∣∣∣
p

dx =
∫

Ω

∫

Q

|f(y, x)|p dy dx.

Let p and q be real numbers such that 1 < p < ∞ and 1
p + 1

q = 1, and let {εn}n be a sequence of
positive numbers converging to zero.

Definition 2.16. (Two-scale convergence) A sequence of functions {fn}n in Lp(Ω) is said to two-scale
converge to a limit f ∈ Lp(Ω×Q), and we write fn

2s
⇀ f , if

∫

Ω

fn(x)φ
(
x,

x

εn

)
dx→

∫

Ω

∫

Q

f(x, y)φ(x, y) dy dx,

as n→∞, for all φ ∈ Lq(Ω;Cper(Q)).

Lemma 2.17. (see e.g. Lukkassen, Nguetseng and Wall [42]) Let {fn}n ⊂ Lp(Ω) be such that fn
2s
⇀ f .

Then
∫

Ω

fn(x)φ
( x

εn
, x

)
dx→

∫

Ω

∫

Q

f(x, y)φ(y, x) dy dx,

as n→∞, for all φ ∈ Lqper(Q;C(Ω)).
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Lemma 2.18. (see e.g. Lukkassen, Nguetseng and Wall [42]) Every sequence {fn}n bounded in Lp(Ω)
admits a subsequence (still denoted by {fn}n) such that fn

2s
⇀ f for some f ∈ Lp(Ω×Q).

For sequences weakly convergent in W 1,p(Ω) the following compactness result holds.

Theorem 2.19. (see Allaire [2] or Nguetseng [49] ) Let {fn}n be a sequence weakly convergent to a
function f in W 1,p(Ω). Then fn

2s
⇀ f , and there exist a subsequence (still denoted by {fn}n ) and

f1 ∈ Lp(Ω;W 1,p
per(Q)) such that

∇fn 2s
⇀ ∇f +∇yf1.

2.7 The Decomposition Lemma

We recall that a sequence of functions {un} ⊂ L1(Ω) is said to be equi-integrable if for all ε > 0 there
exists δ > 0 such that

sup
n∈N

∫

A

|un| dx < ε

whenever A ⊂ Ω with LN (A) < δ.
As a consequence of the next theorem, each sequence with bounded gradients in Lp, for 1 < p < ∞,

admits a subsequence that can be decomposed as a sum of a sequence with p-equi-integrable gradients
and a remainder that converges to zero in measure. This property turns out to be an important tool for
the asymptotic analysis of integral functionals relying on localization arguments.

Theorem 2.20. (Decomposition Lemma) (see Fonseca and Leoni [35]; see also Fonseca, Müller and
Pedregal [37] and Kristensen [43]) Assume that ∂Ω is Lipschitz, let 1 < p < ∞ and let un ⇀ v0 in
W 1,p(Ω;Rd). Then there exist a subsequence {unk

}k of {un}n and a sequence {vk}k ⊂ W 1,∞(RN ;Rd)
such that

i) vk ⇀ v0 in W 1,p(Ω;Rd),

ii) vk = v0 in a neighborhood of ∂Ω,

iii) {∇vk}k is p-equi-integrable,

iv) lim
k→∞

LN ({x ∈ Ω : vk(x) 6= unk
(x)}) = 0.

3 Properties of fhom

In this section we turn our attention to the main properties of the function fhom defined in (1.4). By
hypothesis (H4) replacing f by f + α we may assume throughout that f is nonnegative.

We start by showing that the limit in (1.4) is well defined. This fact follows as a consequence of the
next lemma, whose argument is analogous to that used in Bouchitté, Fonseca and Mascarenhas [19] and
relies on Lemma 6.1 presented in Appendix.

Lemma 3.1. Let f : Ω× RN × Rd×N → R be a function such that

(H
′
1) f(x, y, ·) is continuous in Rd×N for all x ∈ Ω and for a.e. y ∈ RN ,

and hypotheses (H2), (H3) and (H4) hold. Then for all ξ ∈ Rd×N there exists

lim
T→∞

inf
φ

{
1
TN

∫

(0,T )N

f(x, y, ξ +∇φ(y)) dy, φ ∈W 1,p
0

(
(0, T )N ;Rd

)
}
. (3.1)
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Proof. (see also Braides and Defranceschi [15]) Let (x, ξ) ∈ Ω× Rd×N and let

S(A) := inf
φ

{∫

A

f(x, y, ξ +∇φ(y)) dy : φ ∈W 1,p
0 (A;Rd)

}

for A ∈ A(RN ). Under the assumptions on f the function S : A(RN ) → R+ satisfies the hypotheses of
Lemma 6.1 with T = ZN and M = 1. Hence we conclude that the limit

lim
T→∞

S((0, T )N )
TN

or, equivalently, (3.1) exists. ¥

In particular, if f satisfies (H1)-(H4) the conclusion of Lemma 3.1 holds. We want to show that under
these hypotheses fhom is a continuous function. We start by showing that if f satisfies hypotheses (H

′
1)

and (H2)-(H4), then fhom(x, ·) is continuous for all x ∈ Ω. This task would be greatly simplified if f would
satisfy a p-Lipschitz condition of the form (2.2). As quasiconvex functions under hypothesis (H4) satisfy
inequality (2.2), the first step will be to verify that fhom = (Qf)hom where Qf : Ω × RN × Rd×N → R
denotes the usual quasiconvexification of f with respect to the last variable ξ, and which is known to be
quasiconvex in this last variable (see Dacorogna [24]). We recall that

Qf(x, y, ξ) = inf
φ

{ ∫

Q

f(x, y, ξ +∇φ(z)) dz : φ ∈W 1,p
0 (Q;Rd)

}
(3.2)

for all (x, y, ξ) ∈ Ω × RN × Rd×N (see Dacorogna [24] and Ball and Murat [7]) and that, consequently,
Qf satisfies conditions (H3) and (H4). The following properties of Qf are of interest for the argument
that follows.

Lemma 3.2. Let f satisfy hypotheses (H
′
1) and (H2)-(H4). We have that

i) Qf(x, ·, ·) is a Carathéodory function for all x ∈ Ω;

ii) (Qf)hom(x, ξ) = fhom(x, ξ) for all (x, ξ) ∈ Ω× Rd×N .

Proof. i) Let (x, ξ) ∈ Ω× Rd×N . We can write

Qf(x, y, ξ) = inf
φ∈ST

gφ(y)

where
gφ(y) :=

∫

Q

f(x, y, ξ +∇φ(z)) dz

and ST is a countable subset of C∞c ((0, T )N ;Rd) dense in W 1,p
0 ((0, T )N ;Rd). By Tonelli’s Theorem the

functions gφ are measurable, and so is Qf(x, ·, ξ) as the infimum of a countable family of measurable
functions. The upper semicontinuity of Qf(x, y, ·) for all x ∈ Ω and for a.e. y ∈ RN follows from (3.2),
hypotheses (H1) and (H4). Its lower semicontinuity can be obtained using an argument analogous to
that of Lemma 4.3 in Dal Maso, Fonseca, Leoni and Morini [26].
ii) As a consequence of i) and of Lemma 3.1 we remark that

(Qf)hom(x, ξ) := lim inf
T→∞

inf
φ

{
1
TN

∫

(0,T )N

Qf(x, y, ξ +∇φ(y)) dy, φ ∈W 1,p
0

(
(0, T )N ;Rd

)
}

= lim
T→∞

inf
φ

{
1
TN

∫

(0,T )N

Qf(x, y, ξ +∇φ(y)) dy, φ ∈W 1,p
0

(
(0, T )N ;Rd

)
}
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for all (x, ξ) ∈ Ω× Rd×N .
Let (x, ξ) ∈ Ω × Rd×N . Obviously fhom(x, ξ) > (Qf)hom(x, ξ). Let us prove the converse inequality.

Let n ∈ N and let Tn ∈ N and φn ∈W 1,p
0 ((0, Tn)N ;Rd) be such that

(Qf)hom(x, ξ) +
1
n

> 1
TNn

∫

(0,Tn)N

Qf(x, y; ξ +∇φn(y)) dy.

Thus
(Qf)hom(x, ξ) > lim sup

n→∞
1
TNn

∫

(0,Tn)N

Qf(x, y; ξ +∇φn(y)) dy. (3.3)

To compare (3.3) with fhom(x, ξ) we apply the Relaxation Theorem of Acerbi and Fusco (Statement III.7
in [1]) and the Decomposition Lemma (Theorem 2.20). As a consequence of the first result, for every n
fixed there exists a sequence {φn,k}k ⊂ W 1,p((0, Tn)N ;Rd) such that φn,k ⇀

k
φn in W 1,p((0, Tn)N ;Rd)

and
1
TNn

∫

(0,Tn)N

Qf(x, y; ξ +∇φn(y)) dy = lim
k→∞

1
TNn

∫

(0,Tn)N

f(x, y; ξ +∇φn,k(y)) dy. (3.4)

By Theorem 2.20 we can now find a subsequence (still denoted by {φn,k}k) and a sequence {ψn,k}k ⊂
W 1,∞

0 (RN ;Rd) such that ψn,k ⇀ φn in W 1,p((0, Tn)N ;Rd) with

{|∇ψn,k|p} equi-integrable (3.5)

and
LN{y ∈ (0, Tn)N : ψn,k(y) 6= φn,k(y)} −→

k→∞
0. (3.6)

As f is nonnegative, by (3.5), (3.6) and (H4)

lim
k→∞

1
TNn

∫

(0,Tn)N

f(x, y; ξ +∇φn,k(y)) dy

> lim sup
k→∞

1
TNn

∫

{y∈(0,Tn)N : ψn,k(y)=φn,k(y)}
f(x, y; ξ +∇ψn,k(y)) dy

= lim sup
k→∞

1
TNn

∫

(0,Tn)N

f(x, y; ξ +∇ψn,k(y)) dy. (3.7)

Thus from (3.3), (3.4) and (3.7)

(Qf)hom(x, ξ) > lim sup
n→∞

lim sup
k→∞

1
TNn

∫

(0,Tn)N

f(x, y, ξ +∇ψn,k(y)) dy > fhom(x, ξ).

¥
We note now the following result.

Lemma 3.3. Let f satisfy (H
′
1) and (H2)-(H4), and let fhom, f̂hom : Ω× Rd×N → [0,∞) be defined by

fhom(x, ξ) := inf
T∈N

inf
φ

{
1
TN

∫

(0,T )N

f(x, y, ξ +∇φ(y)) dy, φ ∈W 1,p
0

(
(0, T )N ;Rd

)
}

and

f̂hom(x, ξ) := inf
T∈N

inf
φ

{
1
TN

∫

(0,T )N

f(x, y, ξ +∇φ(y)) dy, φ ∈W 1,p
per

(
(0, T )N ;Rd

)
}
,

for all (x, ξ) ∈ Ω× Rd×N. Then fhom = fhom = f̂hom.
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Proof. Let (x, ξ) ∈ Ω × Rd×N . We first show that fhom(x, ξ) = fhom(x, ξ). It is clear that fhom(x, ξ) >
fhom(x, ξ). To prove the other inequality, fixed δ > 0 and let T ∈ N, ϕ ∈W 1,p

0 ((0, T )N ;Rd), be such that

fhom(x, ξ) + δ > 1
TN

∫

(0,T )N

f(x, y, ξ +∇ϕ(y)) dy. (3.8)

Extend ϕ periodically to RN with period T . Using Riemann-Lebesgue’s Lemma, and by (H3),

1
TN

∫

(0,T )N

f(x, y, ξ +∇ϕ(y)) dy = lim
ε→0

1
TN

∫

(0,T )N

f
(
x,
y

ε
, ξ +∇ϕ

(y
ε

))
dy

= lim
ε→0

εN

TN

∫
(
0,T

ε

)N
f(x, z, ξ +∇θε(z)) dz, (3.9)

where θε(z) := 1
εϕ(εz) ∈W 1,p

0

((
0, Tε

)N ;Rd
)
. Therefore, from (3.8) and (3.9) we have

fhom(x, ξ) + δ > lim
ε→0

inf
θ

{
εN

TN

∫

(0,T
ε )N

f(x, z, ξ +∇θ(z)) dz, θ ∈W 1,p
0

((
0,
T

ε

)N
;Rd

)}

= fhom(x, ξ).

Letting δ → 0 we conclude that
fhom(x, ξ) > fhom(x, ξ).

Finally we show that fhom(x, ξ) = f̂hom(x, ξ) (see also Braides [15] and Müller [47] for an alternative
justification). It is clear that fhom(x, ξ) > f̂hom(x, ξ).
To verify the opposite inequality, fix δ > 0 and find T ∈ N, ϕ ∈W 1,p

per

(
(0, T )N ;Rd

)
, such that

f̂hom(x, ξ) + δ > 1
TN

∫

(0,T )N

f(x, y, ξ +∇ϕ(y)) dy. (3.10)

By hypothesis (H3) the function f(x, ·, ξ +∇ϕ(·)) is (0, T )N -periodic, and thus

1
TN

∫

(0,T )N

f(x, y, ξ +∇ϕ(y)) dy = lim
ε→0

∫

Q

f
(
x,
y

ε
, ξ +∇ϕ

(y
ε

))
dy

= lim
ε→0

∫

Q

f
(
x,
y

ε
, ξ +∇ψε(y)

)
dy, (3.11)

where ψε(y) := εϕ
(
y
ε

)
. For each ε > 0 define

Qε :=
{
y ∈ Q : dist(y, ∂Q) > ε

}
.

Let θε ∈ C∞c (Q, [0, 1]) be such that θε ≡ 1 in Qε and

||∇θε||L∞ 6 βε−1 (3.12)

for some β > 0. Then

lim sup
ε→0

∫

Q

f
(
x,
y

ε
, ξ +∇(θεψε)(y)

)
dy = lim sup

ε→0

∫

Qε

f
(
x,
y

ε
, ξ +∇ψε(y)

)
dy, (3.13)
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since by the p-growth condition in (H4) and (3.12) we have
∫

Q\Qε

f
(
x,
y

ε
, ξ +∇(θεψε)(y)

)
dy

6 β

∫

Q\Qε

(
1 + |ξ|p + |∇ψε(y)|p + ε−p|ψε(y)|p

)
dy

= β

(
|Q \Qε|+

∫

Q\Qε

∣∣∣∇ϕ
(y
ε

)∣∣∣
p

dy +
∫

Q\Qε

∣∣∣ϕ
(y
ε

)∣∣∣
p

dy

)
→ 0.

Hence by (3.10)-(3.13), defining φε(y) := 1
ε (θεψε)(εy) ∈W 1,p

0

((
0, 1

ε

)N
;RN

)
, we obtain

f̂hom(x, ξ) + δ > lim sup
ε→0

∫

Q

f
(
x,
y

ε
, ξ +∇(θεψε)(y)

)
dy

> lim sup
ε→0

εN
∫
(
0, 1ε

)N
f
(
x, y, ξ +∇φε(y)

)
dy

> fhom(x, ξ).

Letting δ → 0 we conclude that fhom(x, ξ) > fhom(x, ξ).
¥

We are now in a position to prove the continuity property of fhom with respect to its second variable.

Lemma 3.4. Let f satisfies hypotheses (H
′
1) and (H2)-(H4). Then fhom(x, ·) (or equivalently (Qf)hom(x, ·))

is continuous for all x ∈ Ω.

Proof. (see also Braides [15]) Fix x ∈ Ω. Let ξ ∈ Rd×N and ξn → ξ in Rd×N . We first establish that
(upper semicontinuity)

fhom(x, ξ) > lim sup
n→∞

fhom(x, ξn). (3.14)

Fixed δ > 0 and, in view of Lemma 3.3, choose T ∈ N and ϕ ∈W 1,p
0 ((0, T )N ;Rd) such that

fhom(x, ξ) + δ > 1
TN

∫

(0,T )N

f(x, y, ξ +∇ϕ(y)) dy

=
1
TN

lim
n→∞

∫

(0,T )N

f(x, y, ξn +∇ϕ(y)) dy

> lim sup
n→∞

fhom(x, ξn),

as a consequence of a variant of the Dominated Convergence Theorem. Letting δ → 0 we get (3.14).
We show now the converse inequality (lower semicontinuity), i.e.

fhom(x, ξ) 6 lim inf
n→∞

fhom(x, ξn). (3.15)

Given n ∈ N consider Tn ∈ N and φn ∈W 1,p
0 ((0, Tn)N ;Rd) such that

fhom(x, ξn) +
1
n

> 1
Tn

N

∫

(0,Tn)N

f(x, y, ξn +∇φn(y)) dy

> 1
Tn

N

∫

(0,Tn)N

Qf(x, y, ξn +∇φn(y)) dy

=
∫

Q

Qf(x, Tny, ξn +∇φn(Tny)) dy

=
∫

Q

Qf(x, Tny, ξn +∇ψn(y)) dy, (3.16)
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where ψn(y) := 1
Tn
φn(Tny), ψn ∈ W 1,p

0 (Q;Rd). By the p-coervivity property of Qf the sequence
{||∇ψn||Lp(Q;Rd)} is bounded. We write

∫

Q

Qf(x, Tny, ξn +∇ψn(y)) dy =
∫

Q

Qf(x, Tny, ξn +∇ψn(y))−Qf(x, Tny, ξ +∇ψn(y)) dy (3.17)

+
∫

Q

Qf(x, Tny, ξ +∇ψn(y)) dy.

We claim that that the term (3.17) goes to zero as n goes to infinity. Using the p-Lipschitz condition
(2.2) and Hölder Inequality we have

lim sup
n→∞

∫

Q

|Qf(x, Tny, ξn +∇ψn(y))−Qf(x, Tny, ξ +∇ψn(y)) | dy

6 β lim sup
n→∞

∫

Q

(
1 + |ξn +∇ψn(y)|p−1 + |ξ +∇ψn(y)|p−1

) |ξn − ξ| dy

6 β lim sup
n→∞

∫

Q

(
1 + |∇ψn(y)|p−1

) |ξn − ξ| dy

6 β lim
n→∞

|ξn − ξ| = 0,

which, together with (3.16), leads to

fhom(x, ξn) +
1
n

> lim sup
n→∞

∫

Q

Qf(x, Tny, ξ +∇ψn(y)) dy > (Qf)hom(x, ξ) = fhom(x, ξ),

where in the last equality we used Lemma 3.2 ii). Inequality (3.15) follows by letting n→∞.
¥

In particular if f satisfies hypotheses (H1)-(H4) then fhom(x, ·) is continuous for all x ∈ Ω. We show
now that under these conditions fhom(·, ξ) is continuous for all ξ ∈ Rd×N .
Lemma 3.5. Let f satisfies (H1)-(H4). Then the function fhom(·, ξ) is continuous for all ξ ∈ Rd×N .

Proof. Let ξ ∈ Rd×N . The upper semicontinuity of this function follows as a consequence of Lemma
3.3 by an argument analogous to that of Lemma 3.2. Let us see that fhom(·, ξ) is lower semicontinuous.
Let x ∈ RN and xn → x. Let n ∈ N and let Tn ∈ N and ϕn ∈W 1,p

0 (Q;R) be such that

fhom(xn, ξ) +
1
n

>
∫

Q

f(xn, Tny, ξ +∇ϕn(y)) dy.

Due to condition (H4) and by the Decomposition Lemma (Theorem 2.20) we may assume, without lost

of generality, that {|∇ϕn|p}n is equi-integrable. Let ai,n ∈ ZN , i ∈
{

1, ..., [Tn]N
}

, be such that

[Tn]N⋃

i=1

(ai,n +Q) = TnQ

and the cubes ai,n +Q are mutually disjoint. Then changing variables
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fhom(xn, ξ) +
1
n

> 1
TNn

TN
n∑

i=1

∫

ai,n+Q

f
(
xn, y, ξ +∇ϕn

( y

Tn

))
dy (3.18)

(3.19)

=
1
TNn

TN
n∑

i=1

∫

Q

f
(
xn, y, ξ +∇ϕn

(y + ai,n
Tn

))
dy (3.20)

due to the periodicity hypothesis (H3). Let r > 0 be such that B(x, r) ⊂ Ω. Let θr ∈ C∞0 (RN )
be such that θr = 1 in B(x, r) and θr = 0 in RN \ B(x, 2r). Define fr := fθr. By Scorza-Dragoni’s
Theorem (Theorem 2.8) applied to fr : RN × Q × Rd×N → R, given m ∈ N let Km ⊂⊂ Q be a
compact set with |Q \ Km| 6 1/m and such that fr : RN × Km × Rd×N → R is continuous. Then
fr : B(x, r)×Km ×B(0,m) → R is uniformly continuous. Let n ∈ N be such that |xn − x| 6 r. For each
m ∈ N

fhom(xn, ξ) +
1
n

> 1
TNn

TN
n∑

i=1

∫

Qm,i,n

f
(
xn, y, ξ +∇ϕn

(y + ai,n
Tn

))
dy

where

Qm,i,n =
{
y ∈ Km : |∇ϕn|

(
y + ai
Tn

)
6 m

}
.

We write

∫

Qm,i,n

f
(
xn, y, ξ +∇ϕn

(y + ai,n
Tn

))
dy

=
∫

Qm,i,n

[
fr

(
xn, y, ξ +∇ϕn

(y + ai,n
Tn

))
− fr

(
x, y, ξ +∇ϕn

(y + ai,n
Tn

))]
dy (3.21)

+
∫

Qm,i,n

f
(
x, y, ξ +∇ϕn

(y + ai,n
Tn

))
dy

As fr : B(x, r)×Km ×B(0,m) → R is uniformly continuous, (3.21) goes to zero as n→∞.
Thus
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lim inf
n→∞

fhom(xn, ξ) > lim inf
m→∞

lim inf
n→∞

1
TNn

TN
n∑

i=1

∫

Qm,i,n

f
(
x, y, ξ +∇ϕn

(y + ai,n
Tn

))
dy

= lim inf
m→∞

lim inf
n→∞

1
TNn

TN
n∑

i=1

∫

ai,n+Qm,i,n

f
(
x, y − ai,n, ξ +∇ϕn

( y

Tn

))
dy

= lim inf
m→∞

lim inf
n→∞

1
TNn

TN
n∑

i=1

∫

ai,n+Qm,i,n

f
(
x, y, ξ +∇ϕn

( y

Tn

))
dy

= lim inf
m→∞

lim inf
n→∞

∫
ST N

n
i=1

(ai,n+Qm,i,n)
Tn

f
(
x, Tny, ξ +∇ϕn(y)

)
dy, (3.22)

by the periodicity condition (H3). Note that

lim inf
m→∞

lim inf
n→∞

∫

Q\ST N
n

i=1
(ai,n+Qm,i,n)

Tn

f
(
x, Tny, ξ +∇ϕn(y)

)
dy = 0. (3.23)

Indeed, by hypothesis (H4)

∫

Q\ST N
n

i=1
(ai,n+Qm,i,n)

Tn

f
(
x, Tny, ξ +∇ϕn(y)

)
dy 6

∫

Q\ST N
n

i=1
(ai,n+Qm,i,n)

Tn

C(1 + |∇ϕn(y)|p) dy. (3.24)

In addition,

lim
m→∞

lim
n→∞

∣∣∣∣Q \
TN

n⋃

i=1

(ai,n +Qm,i,n)
TNn

∣∣∣∣ = 0

since

∣∣∣∣Q \
TN

n⋃

i=1

(ai,n +Qm,i,n)
TNn

∣∣∣∣ 6
TN

n∑

i=1

∣∣∣∣
(ai,n +Q)

Tn
\ (ai,n +Qm,i,n)

Tn

∣∣∣∣

=
1
TNn

TN
n∑

i=1

|Q \Qm,i,n|

6 1
TNn

TN
n∑

i=1

[
|Q \Km|+ |Km \Qm,i,n|

]

and
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1
TNn

TN
n∑

i=1

[
|Q \Km|+ |Km \Qm,i,n|

]
6 1

m
+

1
mp

1
TNn

TN
n∑

i=1

∫

Km

|∇ϕn|p
(y + ai,n

Tn

)
dy

6 1
m

+
1
mp

1
TNn

TN
n∑

i=1

∫

ai,n+Q

|∇ϕn|p
( y

Tn

)
dy

=
1
m

+
1
mp

1
TNn

∫

TnQ

|∇ϕn|p
( y

Tn

)
dy

=
1
m

+
1
mp

∫

Q

|∇ϕn|p(y) dy

6 1
m

+
β

mp
→ 0

as m → ∞, independently of n. Hence (3.23) holds by the equi-integrability property of {∇ϕn}n and
(3.24). Then, by (3.22) we get that

lim inf
n→∞

fhom(xn, ξ) > lim inf
n→∞

∫

Q

f
(
x, Tny, ξ +∇ϕn(y)

)
dy > fhom(x, ξ),

which asserts the claim.
¥

Remark 3.6. We note that fhom satisfies growth and coercivity conditions similar to the ones of f which,
together with the continuity properties of fhom, imply by standard arguments (approximation of W 1,p

by piecewise affine functions together with the invariance of the domain of fhom) that this function is
quasiconvex with respect to the last variable.

As a consequence of Lemmas 3.4 and 3.5, Remark 3.6 and of the p-Lipschitz condition (2.2) we
conclude the following result.

Lemma 3.7. If f satisfies (H1)-(H4) then fhom is continuous.

We will show next that in the convex case it suffices to consider one cell period for the definition of
fhom (1.4) (see also Braides and Defranceschi [15] or Müller [47] for alternative proofs). We define for all
(x, ξ) ∈ Ω× Rd×N

f#
hom(x, ξ) = inf

φ

{∫

Q

f(x, y, ξ +∇φ(y)) dy, φ ∈W 1,p
per(Q;Rd)

}
.

Lemma 3.8. Assume in addition to the hypotheses (H1)-(H4) on f that f(x, y, ·) is convex for all x ∈ Ω
and for a.e. y ∈ RN . Then

fhom = f#
hom. (3.25)

Proof. We show that fhom = f#
hom. Let (x, ξ) ∈ Ω × Rd×N . By Lemma 3.3 fhom(x, ξ) 6 f#

hom(x, ξ).
To prove the opposite inequality, for each n ∈ N choose Tn ∈ N and a function φn ∈ W 1,p

0 ((0, Tn)N ;Rd)
such that
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fhom(x, ξ) + 1
n > 1

TN
n

∫

(0,Tn)N

f(x, y, ξ +∇φn(y)) dy

=
∫

Q

f(x, Tny, ξ +∇ψn(y)) dy,
(3.26)

where ψn(y) := 1
Tn
φn(Tny), ψn ∈ W 1,p

0 (Q;Rd). We note that by the p-growth condition in (H4) the
sequence {||∇ψn||Lp(Q;Rd)}n is bounded, and so is {||ψn||W 1,p(Q;Rd)}n by Poincaré Inequality. Hence,
there exists a subsequence (still denoted by {ψn}n) such that

ψn
W 1,p

⇀ ψ

for some ψ = ψ(y) ∈W 1,p
0 (Q;Rd). As a consequence, by Theorem 2.19 and up to a subsequence

ψn
2s
⇀ ψ

and

∇ψn 2s
⇀ ∇ψ +∇zψ

for some ψ = ψ(y, z) ∈ Lp(Q;W 1,p
per(Q;Rd)

)
. We divide the rest of the proof in two steps.

Step 1. We follow an argument of Allaire [2], assuming in addition that

(H5) :





∂f
∂η (x, y, ξ) exists for all (x, y, ξ) ∈ Ω× RN × Rd×N ,

∂f
∂ξ (x, ·, ·) ∈ Lqper(Q;C(Rd×N )), 1

p + 1
q = 1, for all x ∈ Ω,

∣∣∣∣∂f∂η (x, y, ξ)
∣∣∣∣
q

6 γ(1 + |ξ|p), γ > 0, for all (x, y, ξ) ∈ Ω× RN × Rd×N .

Let ϕ = ϕ(y, z) ∈ C∞c
(
Q × Q;Rd×N

)
and extend ϕ(y, ·) Q-periodically to RN . Since f is convex in the

last variable then

∫

Q

f
(
x, Tny, ξ +∇ψn(y)

)
dy >

∫

Q

f
(
x, Tny, ξ + ϕ(y, Tny)

)
dy

+
∫

Q

∂f

∂ξ

(
x, Tny, ξ + ϕ(y, Tny)

) · (∇ψn(y)− ϕ(y, Tny)) dy,

for each n ∈ N. By Lemmas 2.15 and 2.17 we have

lim inf
n→∞

∫

Q

f
(
x, Tny, ξ +∇ψn(y)

)
dy >

∫

Q

[ ∫

Q

f
(
x, z, ξ + ϕ(y, z)

)
dz

]
dy

+
∫

Q

[ ∫

Q

∂f

∂ξ

(
x, z, ξ + ϕ(y, z)

) · (∇ψ(y) +∇zψ(y, z)− ϕ(y, z)) dz
]
dy,

(3.27)

where we used the fact that

(y, z) 7→ ∂f

∂ξ
(x, z, ξ + ϕ(y, z)) ∈ Lqper(Q;C(Q)).
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Let now {ϕk}k ⊂ C∞c
(
Q×Q;Rd×N

)
be a sequence convergent to ∇ψ+∇zψ in Lp

(
Q×Q;Rd×N

)
. From

(3.27) we have

lim inf
n→∞

∫

Q

f
(
x, Tny, ξ +∇ψn(y)

)
dy >

∫

Q

[ ∫

Q

f
(
x, z, ξ + ϕk(y, z)

)
dz

]
dy

+
∫

Q

[ ∫

Q

∂f

∂ξ

(
x, z, ξ + ϕk(y, z)

) · (∇ψ(y) +∇zψ(y, z)− ϕk(y, z)) dz
]
dy,

for every k ∈ N, which, together with the growth conditions on f and ∂f
∂ξ , implies that

lim inf
n→∞

∫

Q

f
(
x, Tny, ξ +∇ψn(y)

)
dy >

∫

Q

[ ∫

Q

f
(
x, z, ξ +∇ψ(y) +∇zψ(y, z)

)
dz

]
dy. (3.28)

By Jensen’s Inequality and Fubini’s Theorem, for each z ∈ Q

∫

Q

f
(
x, z, ξ +∇ψ(y) +∇zψ(y, z)

)
dy > f

(
x, z,

∫

Q

[
ξ +∇ψ(y) +∇zψ(y, z)

]
dy

)

= f
(
x, z, ξ +∇z

( ∫

Q

ψ(y, z) dy
))
. (3.29)

Thus by (3.26), (3.28), (3.29) and once more Fubini’s Theorem,

fhom(ξ) >
∫

Q

f
(
x, z, ξ +∇z

( ∫

Q

ψ(y, z) dy
))

dz > f#
hom(ξ).

Step 2. Now we address the general case when (H5) may not be satisfied. For each ε > 0 set ζε(η) :=
1
εN ζ

(
η
ε

)
where ζ ∈ C∞(Rd×N ) denotes the standard mollifier, that is,

ζ(η) :=





β exp
(

1
|η|2−1

)
if |η| < 1,

0 if |η| > 1,

and the constant β is selected so that
∫
Rd×N ζ(η) dη = 1. Let

fε(x, y, ξ) :=
∫

B(0,ε)

ζε(η)f(x, y, ξ − η) dη

for all ε > 0 and all (x, y, ξ) ∈ Ω× RN × Rd×N . It is straightforward to show that fε satisfies conditions
(H1)-(H5). Fixed δ > 0, by density let T ∈ N and ψ ∈W 1,∞((0, T )N ;Rd) be such that

fhom(x, ξ) + δ > 1
TN

∫

(0,T )N

f(x, y, ξ +∇ψ(y)) dy.

Then
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fhom(x, ξ) + δ > lim
ε→0

1
TN

∫

(0,T )N

fε(x, y, ξ +∇ψ(y)) dy

> lim sup
ε→0

(fε)hom(x, ξ)

= lim sup
ε→0

(fε)
#
hom(x, ξ)

> f#
hom(x, ξ)

where we used Step 1 to obtain the equality, and the fact that fε > f in the last inequality. We remark
that fε > f as a consequence of the convexity of f and Jensen’s Inequality in Banach spaces (see e.g.
Lemma 23.2 in Dal Maso [25]).

¥
In the scalar case, that is when d = 1, the identity (3.25) still holds independent of any convexity

assumption on f (see also Müller [47]). Precisely, we have the following result.

Corollary 3.9. Let f : Ω× RN × RN → R satisfy hypotheses (H1)-(H4). Then

fhom = f#
hom.

Proof. Clearly fhom 6 f#
hom. To see that fhom > f#

hom we remark that an argument similar to that
of Lemma 3.2 ii) yields

f#
hom = (Qf)#hom.

As d = 1 we have that Qf = Cf, hence (Qf)#hom = (Cf)#hom, where Cf stands for the convex envelope
of f , and by Lemma 3.8

(Cf)hom = (Cf)#hom.

Thus

fhom > (Cf)hom = (Cf)#hom = (Qf)#hom = f#
hom.

¥

4 Proof of Theorem 1.1

By hypothesis (H4) replacing f by f + α we may assume throughout that f is nonnegative. Due to the
p-coercivity condition in (H4), to prove Theorem 1.1 it suffices to show that

Γ(Lp(Ω))- lim
ε→0

Iε(u) =
∫

Ω

fhom(x,∇u(x)) dx, (4.1)

for all u ∈W 1,p(Ω;Rd), where fhom is the function defined in (1.4), since

Γ(Lp(Ω))- lim
ε→0

Iε(u) = ∞

for all u ∈ Lp(Ω;RN )\W 1,p(Ω;Rd). The idea behind the proof of identity (4.1) is to use the direct method
of Γ- convergence, first outlined by De Giorgi (see [28]; see also Dal Maso [25] and De Giorgi and Dal
Maso [27]). Accordingly, we start by localizing the functionals Iε in order to highlight their dependence
on the domain of integration, that is, we consider a family of functionals Iε : Lp(Ω;Rd)×A(Ω) → [0,∞]
defined by
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Iε(u;A) :=





∫

A

f
(
x,
x

ε
,∇u(x)

)
dx if u ∈W 1,p(A;Rd),

∞ otherwise.

Our goal is to show that

Γ(Lp(Ω))- lim
ε→0

Iε(u,A) =
∫

A

fhom(x,∇u(x)) dx,

for all u ∈W 1,p(Ω;Rd) and A ∈ A(Ω). In particular (4.1) will follow by taking A = Ω.
The next step toward the proof of Theorem 1.1 is to establish a compactness property that ensures

the existence of Γ-converging subsequences of Iε.
Proposition 4.1. For every sequence {εn}n converging to zero there exists a further subsequence {εnj

}j ≡
{εj}j such that

Γ(Lp(A))- lim
j→∞

Iεj
(·;A)(u) =: I{εj}(u;A) (4.2)

exists for all u ∈W 1,p(Ω,Rd) and all A ∈ A(Ω).

The proof of this proposition follows an argument analog to the one used in Braides, Fonseca and Francfort
[16], but for completeness we present it here.

Let C be a countable collection of open subsets of Ω such that for any δ > 0 and any A ∈ A(Ω) there
exists a finite union CA of disjoint elements of C satisfying





CA ⊂ A,

LN (A) 6 LN (CA) + δ.

We may take C as the set of open squares with faces parallel to the axes, centered at points x ∈ Ω ∩QN
and with rational edge lengths. We denote by R the countable collection of all finite unions of elements
of C, i.e,

R =

{
k⋃

i=1

Ci : k ∈ N, Ci ∈ C
}
.

The next lemma is the starting point for the proof of Proposition 4.1.

Lemma 4.2. For every sequence {εn}n converging to zero there exists a further subsequence {εnj}j
(depending on R) such that the Γ-limit

Γ(Lp(C))- lim
j→∞

Iεnj
(·;C)(u) =: I{εnj

}(u;C) (4.3)

exists for all u ∈W 1,p(Ω,Rd) and all C ∈ R.

Proof. Let C ∈ R. From Proposition 2.4 and as Lp(Ω;Rd) is separable, there exist a subsequence
{εnj}j (depending on C) such that the Γ(Lp(C))-limit of Iεnj

(·;C) exists for all u ∈ W 1,p(Ω,Rd). A
diagonalization procedure yields a subsequence {εnj}j (depending on R) such that (4.3) holds.

¥

Let now {εn}n be a fixed sequence of positive real numbers converging to zero and let {εj}j be a
subsequence for which (4.3) holds.
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In order to prove that the Γ-limit in (4.2) exists for all A ∈ A(Ω), it is crucial to establish the existence
of recovering sequences for the Γ-limit in (4.3) with identical values on the boundaries of the elements of
R.

Lemma 4.3. Given u ∈W 1,p(Ω;Rd) and C ∈ R there exists a sequence {wj} ⊂W 1,p(C;Rd) such that

i) wj → u strongly in Lp(C;Rd);

ii) Γ(Lp(C))- lim
j→∞

Iεj (·;C)(u) = lim
j→∞

∫

C

f

(
x,
x

εj
,∇wj(x)

)
dx;

iii) wj = u on C \ Kj for some compact subset Kj ⊂ C with |C\Kj | → 0, for every j ∈ N.

Proof. The proof relies on De Giorgi’s slicing argument introduced in De Giorgi [28]. Let C ∈ R and let
{vj} ⊂W 1,p(Ω;Rd) be a sequence given by Lemma 4.2 such that ||u− vj ||Lp(C) → 0 and

I{εj}(u;C) = lim
j→∞

Iεj (vj ;C).

Set

γ0 := sup
j

∫

C

(1 + |Dvj |p) dx <∞ (by (H4)),

and define for j ∈ N

Kj :=

∣∣∣∣∣

[
1

||vj − u|| 12 Lp(C)

]∣∣∣∣∣ , Mj :=
∣∣∣
[√

Kj

]∣∣∣ ,

and

Cj :=
{
x ∈ C : dist(x, ∂C) <

Mj

Kj

}
.

We observe that by definition Kj → ∞ and LN (Cj) → 0 as j → ∞. For each j subdivide Cj into Mj

disjoint subsets

Cij :=
{
x ∈ Cj : dist(x, ∂C) ∈

[
i

Kj
,
i+ 1
Kj

)}
, i = 0, ...,Mj − 1,

and choose ij ∈ {0, ...,Mj − 1} such that
∫

C
ij
j

(1 + |Dvj |p) dx 6 1
Mj

∫

Cj

(1 + |Dvj |p) dx

for all i = 0, ...,Mj − 1. Then
∫

C
ij
j

(1 + |Dvj |p) dx 6 γ0

Mj
. (4.4)

Let φj ∈ C∞0 (C) be such that 0 6 φj 6 1, ||Dφj ||L∞ 6 Kj ,

φj :=





1 if dist(x, ∂C) > ij+1
Kj

,

0 if dist(x, ∂C) 6 ij
Kj
,
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/ KjjM

C j

i

K/i+1

K/i

C

j

j

1

0

φ K/i+1

K/i

C

j

j

j

and define wj := φjvj + (1 − φj)u ∈ W 1,p(C;Rd). Clearly wj → u strongly in Lp(C;Rd), wj = u in

C\Kj , with Kj :=
{
x ∈ C : dist(x, ∂C) > ij

Kj

}
and |C\Kj | → 0.

Consequently,

I{εj}(u;C) > lim sup
j→∞

∫

C

f

(
x,
x

εj
, Dwj

)
dx− β lim sup

j→∞

∫

Cj∩
n
x: dist(x,∂C)6 ij+1

Kj

o(1 + |Du|p) dx

−β lim sup
j→∞

∫

C
ij
j

(1 + |Dvj |p) dx− β lim sup
j→∞

Kp
j

∫

C
ij
j

|vj − u|p dx

> lim sup
j→∞

∫

C

f

(
x,
x

εj
, Dwj

)
dx

= lim sup
j→∞

Iεj
(wj ;C),

where we have used (4.4) and the fact that

Kp
j

∫

C
ij
j

|vj − u|p dx 6 ||vj − u||p/2
Lp(C;Rd)

for each j ∈ N and ij ∈ {0, ...,Mj − 1}. We conclude that

Γ(Lp(C))- lim
j→∞

Iεj (·;C)(u) = lim
j→∞

∫

C

f

(
x,
x

εj
,∇wj(x)

)
dx.

¥

Proof of Proposition 4.1. We wish to show that for all A ∈ A(Ω) and u ∈W 1,p(Ω,Rd)
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inf
{

lim inf
j→∞

∫

A

f
(
x,
x

εj
,∇uj(x)

)
dx : uj ∈W 1,p(A,Rd), uj

Lp(A;Rd)−→ u

}
(4.5)

= inf
{

lim sup
j→∞

∫

A

f
(
x,
x

εj
,∇uj(x)

)
dx : uj ∈W 1,p(A,Rd), uj

Lp(A;Rd)−→ u

}
.

Fix A ∈ A(Ω) and u ∈ W 1,p(Ω,Rd). To prove (4.5) it suffices to show that for all δ > 0 we can find a

sequence {vj}j ⊂W 1,p(A,Rd) with vj
Lp(A;Rd)−→ u and such that

δ + inf
{

lim inf
j→∞

∫

A

f

(
x,
x

εj
,∇uj(x)

)
dx : uj ∈W 1,p(A,Rd), uj

Lp(A;Rd)−→ u

}

> lim sup
j→∞

∫

A

f

(
x,
x

εj
,∇vj(x)

)
dx.

(4.6)

Choose {zj}j ⊂W 1,p(A;Rd) with zj
Lp(A;Rd)−→ u such that

lim inf
j→∞

∫

A

f

(
x,
x

εj
,∇zj(x)

)
dx (4.7)

6 inf
{

lim inf
j→∞

∫

A

f

(
x,
x

εj
,∇uj(x)

)
dx : uj ∈W 1,p(A,Rd), uj

Lp(A;Rd)−→ u

}
+
δ

2

Let Cδ ∈ R be such that Cδ ⊂ A and LN (A \ Cδ) << 1, so that
∫

A\Cδ

(1 + |∇u|p) dx 6 δ

2α
,

where α is the constant in (H4). By Lemma 4.3 consider a sequence {wδj}j ∈W 1,p(Cδ,Rd) such that

wδj
Lp(Cδ;Rd)−→ u,

Γ(Lp(Cδ))- lim
j→∞

Iεj (· ;Cδ)(u) = lim
j→∞

∫

Cδ

f

(
x,
x

εj
,∇wδj (x)

)
dx,

and wδj = u outside a compact subsetKδj of Cδ with |Cδ\Kδj | → 0 (we could also have used Proposition 11.7

in Braides and Defranceschi [15]). Extend wδj by u outside Cδ (still denoted by wδj ) so that wδj
Lp(A;Rd)−→ u.

As f is nonnegative

lim inf
j→∞

∫

A

f

(
x,
x

εj
,∇zj(x)

)
dx > lim inf

j→∞

∫

Cδ

f

(
x,
x

εj
,∇zj(x)

)
dx

> lim
j→∞

∫

Cδ

f

(
x,
x

εj
,∇wδj (x)

)
dx

> lim sup
j→∞

[ ∫

A

f

(
x,
x

εj
,∇wδj (x)

)
dx− α

∫

A\Cδ

(1 + |∇u|p) dx
]

> lim sup
j→∞

∫

A

f

(
x,
x

εj
,∇wδj (x)

)
dx− δ

2
. (4.8)
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Thus (4.7) and (4.8) yield (4.6).
¥

We now seek to ensure that I{εj}, regarded both as a functional on W 1,p(Ω,Rd) and as a set function,
admits an integral representation of the form

I{εj}(u;A) =
∫

A

g{εj}(x,∇u(x)) dx.

We will verify that the hypotheses of Theorem 2.10 hold. By Proposition 2.5 the functional I{εj}(., A)
is lower semicontinuous with respect to the Lp- topology for all A ∈ A(Ω), hence it is sequentially lower
semicontinuous with respect to the weak topology in W 1,p. Thus the only hypothesis that needs to be
checked is that I{εj}(u; .) is a measure.

Lemma 4.4. For each u ∈W 1,p(Ω;Rd), I{εj}(u; .) is the restriction to A(Ω) of a finite, positive Radon
measure.

Proof. Let u ∈W 1,p(Ω;Rd). In view of Proposition 4.1 let {uj} ⊂W 1,p(Ω;Rd) be a sequence such that

I{εj}(u; Ω) = lim
j→∞

∫

Ω

f

(
x,
x

εj
,∇uj(x)

)
dx,

and consider µj := f(·, ·εj
,∇uj)χΩ(·)LN . By (H4), and up to a subsequence (still denoted by µj), there

exists a finite positive Radon measure on RN such that

µj
?
⇀ µ.

We claim that I{εj}(u; .)bA(Ω) = µ, that is I{εj}(u;A) = µ(A) for all A ∈ A(Ω). We apply Lemma 2.12
with Π(·) = I{εj}(u; .).

We start by proving that condition i) in Lemma 2.12 holds, that is I{εj}(u; .) is nested-subadditive. Given
A, B, C ∈ A(Ω) with C ⊂⊂ B ⊂ A we have to show that

I{εj}(u;A) 6 I{εj}(u;B) + I{εj}(u;A \ C).

AB

C

Let B0 ∈ A(Ω), B0 ⊂ B \ C, be such that LN (∂B0) = 0, and for δ > 0 choose Cδ and Dδ ∈ R with
Cδ ⊂ B0 and Dδ ⊂ A \B0 such that

∫

A\(Cδ∪Dδ)

(1 + |∇u|p) dx < δ.

By Lemma 4.3 there exist two sequences {vCδ

j }j ⊂W 1,p(Cδ;Rd) and {vDδ

j }j ⊂W 1,p(Dδ;Rd) satisfying

||vCδ

j − u||Lp(Cδ;Rd) → 0, ||vDδ

j − u||Lp(Dδ;Rd) → 0,
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I{εj}(u;Cδ) = lim
j→∞

Iεj
(vC

δ

j ;Cδ), I{εj}(u;Dδ) = lim
j→∞

Iεj
(vD

δ

j ;Dδ),

vC
δ

j = u on ∂Cδ and vD
δ

j = u on ∂Dδ.

Extend vC
δ

j and vD
δ

j by u to all A and set

wδj (x) :=

{
vC

δ

j (x) if x ∈ B0,

vD
δ

j (x) if x ∈ A \B0.

Clearly ||wδj − u||Lp(A;Rd) → 0 and, if α is the constant in hypothesis (H4), we have that

I{εj}(u;A) 6 lim inf
δ→0

lim inf
j→∞

Iεj
(wδj ;A)

6 lim sup
δ→0

I{εj}(u;Cδ)+ lim sup
δ→0

I{εj}(u;Dδ) + α lim
δ→0

∫

A\(Cδ∪Dδ)

(1 + |∇u|p) dx

6 I{εj}(u;B) + I{εj}(u;A \ C).

To establish condition ii) in Lemma 2.12: Given A ∈ A(Ω) and ε > 0, consider Aε ∈ A(Ω) such that Āε
⊂ A and

α(1 + |∇u|p)LNb(Ω)(A\Āε) < ε.

Due to the growth conditions (H4)

I{εj}(u;A\Āε) 6 lim inf
j→∞

∫

A\Āε

f

(
x,
x

εj
,∇u(x)

)
dx

6 α

∫

A\Āε

(1 + |∇u(x)|p) dx

6 ε.

To show iv) fix A ∈ A(Ω). We have

I{εj}(u;A) 6 lim inf
j→∞

∫

A

f

(
x,
x

εj
,∇uj(x)

)
dx

= lim inf
j→∞

µj(A)

6 µ(A).

Finally, to establish iii) take Ω′ ⊂ RN such that Ω ⊂⊂ Ω′. As {µj}j converges weakly to µ

µ(Ω′) 6 lim
j→∞

µj(RN ) = lim
j→∞

∫

Ω

f
(
x,
x

εj
,∇uj(x)

)
dx = I{εj}(u; Ω).

Therefore

µ(Ω′) 6 I{εj}(u; Ω)
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for all such Ω′. Hence I{εj}(u; Ω) > µ(RN ), and as a consequence of Lemma 2.12 we conclude that
I{εj}(u;A) = µ(A) for all A ∈ A(Ω).

¥

As a consequence of the integral representation Theorem 2.10 and Remark 2.11 we derive an integral
representation formula for I{εj}.

Lemma 4.5. There exist a Carathéodory function

g{εj} : Ω× Rd×N → [0,∞)

quasiconvex with respect to its second variable for a.e. x ∈ Ω, satisfying similar growth conditions to those
of f , and such that

I{εj}(u,A) =
∫

A

g{εj}(x,∇u(x)) dx

for all u ∈W 1,p(Ω;Rd) and A ∈ A(Ω).

The remaining of this section is devoted to showing that

g{εj}(x, ξ) = fhom(x, ξ)

for a.e. x ∈ Ω and for all ξ ∈ Rd×N. Let T ∈ N and let ST denote a countable subset of C∞c
(
(0, T )N ;Rd

)

dense in W 1,p
0

(
(0, T )N ;Rd

)
. Let L be the set of Lebesgue points x0 for all functions

g{εj}(·, η) (4.9)

and
x→

∫

Q

f(x, Ty, η +∇φ(Ty)) dy, (4.10)

with φ ∈ ST , η ∈ Qd×N and T ∈ N. We have |Ω \ L| = 0.

Proposition 4.6. g{εj}(x0, ξ) = fhom(x0, ξ) for all x0 ∈ L and ξ ∈ Qd×N.

Proof. Consider x0 ∈ L and ξ ∈ Qd×N . We denote by Q(x0, δ) the cube in RN centered at x0 and of
radius δ > 0. By (4.9) we have

g{εj}(x0, ξ) = lim
δ→0

1
δN

∫

Q(x0,δ)

g{εj}(x, ξ) dx

= lim
δ→0

I{εj}(ξ · ;Q(x0, δ))
δN

.

(4.11)

Step 1. We first establish the upper bound inequality for the Γ-limit of {Iεj}, i.e.

g{εj}(x0, ξ) 6 fhom(x0, ξ).

Given n ∈ N, by Lemma 3.3 let Tn ∈ N and φn ∈W 1,p
0 ((0, Tn)N ;Rd) be such that

fhom(x0, ξ) +
1
2n

> 1
Tn

N

∫

(0,Tn)N

f(x0, y, ξ +∇φn(y)) dy.

By conditions (H1) and (H4) and by the density of STn in W 1,p
0 ((0, Tn)N ;Rd) we may take φn ∈ STn

with
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fhom(x0, ξ) +
1
n

> 1
Tn

N

∫

(0,Tn)N

f(x0, y, ξ +∇φn(y)) dy.

Extend φn periodically with period Tn to RN (still denoted by φn). For x ∈ RN define

unj (x) := ξ · x+ εjφn

( x
εj

)
,

and let δ > 0 be small enough so that Q(x0; δ) ⊂ Ω. For fixed n we have lim
j→∞

unj = v in Lp(Q(x0; δ);Rd)

where v(x) = ξ · x. Hence by (4.11)

g{εj}(x0, ξ) 6 lim inf
δ→0

lim inf
j→∞

1
δN

∫

Q(x0;δ)

f

(
x,
x

εj
, ξ +∇φn

(
x

εj

))
dx. (4.12)

Define now hn(y, x) := f(x, Tny, ξ + ∇φn(Tny)) for all x ∈ Ω and a.e. y ∈ RN, and for all n ∈ N. By
hypotheses (H1)-(H4) we have hn ∈ L1

per(Q;C(Q(x0; δ))) for n ∈ N, and so by Lemma 2.15

lim
j→∞

∫

Q(x0;δ)

f

(
x,
x

εj
, ξ +∇φn

(
x

εj

))
dx = lim

j→∞

∫

Q(x0;δ)

hn

(
x

Tnεj
, x

)
dx

=
∫

Q(x0;δ)

∫

Q

hn(y, x) dy dx

=
∫

Q(x0;δ)

∫

Q

f(x, Tny, ξ +∇φn(Tny)) dy dx. (4.13)

Therefore by identities (4.10), (4.12) and (4.13)

g{εj}(x0, ξ) 6 lim inf
δ→0

1
δN

∫

Q(x0;δ)

∫

Q

f(x, Tny, ξ +∇φn(Tny)) dy dx

=
∫

Q

f(x0, Tny, ξ +∇φn(Tny)) dy

=
1

Tn
N

∫

(0,Tn)N

f(x0, y, ξ +∇φn(y)) dy

6 fhom(x0, ξ) +
1
n
.

Letting n→∞ we deduce that
g{εj}(x0, ξ) 6 fhom(x0, ξ). (4.14)

Step 2. We now show that the converse inequality holds, that is

g{εj}(x0, ξ) > fhom(x0, ξ).

Fix δ > 0 small enough so that Q(x0; δ) ⊂ Ω, and consider {uδj}j ⊂W 1,p(Q(x0; δ);Rd) with lim
j→∞

uδj = 0

in Lp(Q(x0; δ);Rd) and

I{εj}(ξ · ;Q(x0; δ)) = lim
j→∞

∫

Q(x0;δ)

f

(
x,
x

εj
, ξ +∇uδj(x)

)
dx.
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By (4.11)

g{εj}(x0, ξ) = lim
δ→0

lim
j→∞

1
δN

∫

Q(x0;δ)

f

(
x,
x

εj
, ξ +∇uδj(x)

)
dx

= lim
δ→0

1
δN

∫

Q(x0;δ)

f

(
x,

x

εj(δ)
, ξ +∇uδj(δ)(x)

)
dx

= lim
δ→0

∫

Q

f

(
x0 + δy,

x0 + δy

εj(δ)
, ξ +∇vδj(δ)(y)

)
dy,

where vδj(δ)(y) := 1
δu

δ
j(δ)(x0 + δy) ∈W 1,p(Q;Rd), and where using a diagonalization argument we choose

the sequence {j(δ)}δ in such a way that

δ

εj(δ)
>

1
δ

and lim
δ→0

||vδj(δ)||Lp(Q;Rd) = 0. (4.15)

For simplicity denote j(δ) ≡ δ, vδj(δ) ≡ vδ and uδj(δ) ≡ uδ. In view of the coercivity hypothesis (H4), by
the Decomposition Lemma (Theorem 2.20) there exists a subsequence of {vδ}δ (still denoted by {vδ}δ)
and a sequence {wδ}δ ⊂W 1,∞(RN ;Rd) such that

wδ ⇀ 0 in W 1,p, wδ = 0 in a neighborhood of ∂Q,

{| ∇wδ |p}δ is equi-integrable (4.16)

and

| {y ∈ Q : vδ(y) 6= wδ(y)} |→ 0. (4.17)

As f is nonnegative, we have

g{εj}(x0, ξ) > lim sup
δ→0

∫

{y∈Q: vδ(y)=wδ(y)}
f

(
x0 + δy,

x0 + δy

εδ
, ξ +∇wδ(y)

)
dy

= lim sup
δ→0

∫

Q

f

(
x0 + δy,

x0 + δy

εδ
, ξ +∇wδ(y)

)
dy

from (4.16), (4.17) and (H4). Write
x0

εδ
:= mδ + sδ

with mδ ∈ ZN and sδ ∈ [0, 1)N , and define

xδ :=
−εδ
δ
sδ. (4.18)

Note that by (4.15) xδ → 0 as δ → 0. After changing variables, by the periodicity hypothesis (H3) and
the fact that x0+δxδ

εδ
= mδ ∈ ZN, we obtain
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∫

Q

f

(
x0 + δy,

x0 + δy

εδ
, ξ +∇wδ(y)

)
dy

=
∫

Q−{xδ}
f

(
x0 + δ(y + xδ),

x0 + δ(y + xδ)
εδ

, ξ +∇wδ(y + xδ)
)
dy

=
∫

Q−{xδ}
f

(
x0 + δ(y + xδ),

δ

εδ
y, ξ +∇wδ(y + xδ)

)
dy.

Since

∫

Q\(Q−{xδ})
f

(
x0 + δ(y + xδ),

δ

εδ
y, ξ +∇wδ(y + xδ)

)
dy 6 β

∫

Q\(Q−{xδ})

(
1 + |∇wδ(y + xδ)|p

)
dy

= β

∫

(Q+{xδ})\Q

(
1 + |∇wδ(z)|p

)
dz → 0

(4.19)
as δ → 0 (once again because {|∇wδ|p}δ is equi-integrable and |(Q+ {xδ}) \Q| → 0 as δ → 0), we get

g{εj}(x0, ξ) > lim inf
δ→0

∫

Q

f

(
x0 + δ(y + xδ),

δ

εδ
y, ξ +∇wδ(y + xδ)

)
dy. (4.20)

Let ai ∈ ZN , i ∈
{

1, ..., [Tδ]N
}

(Tδ := δ/εδ) be such that

[Tδ]N⋃

i=1

(ai +Q) ⊆ δ

εδ
Q

and the cubes ai + Q are mutually disjoint. Changing variables, and due to the periodicity hypothesis
(H3), we have

∫

Q

f

(
x0 + δ(y + xδ),

δ

εδ
y, ξ +∇wδ(y + xδ)

)
dy

=
(
εδ

δ

)N ∫
δ

εδ
Q

f

(
x0 + εδz + δxδ, z, ξ +∇wδ

(
εδ
δ
z + xδ

))
dz

>
(
εδ

δ

)N [Tδ]N∑

i=1

∫

ai+Q

f

(
x0 + εδz + δxδ, z, ξ +∇wδ

(
εδ
δ
z + xδ

))
dz

=
(
εδ

δ

)N [Tδ]N∑

i=1

∫

Q

f

(
x0 + εδ(z + ai) + δxδ, z, ξ +∇wδ

(
εδ
δ

(z + ai) + xδ

))
dz.

Let r > 0 be such that Q(x0, r) ⊂ Ω and

εδ
(
1+ max

i
{|ai|}

)
+ δ|xδ| < r
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for δ small enough; note that here we use the fact that εδ|ai| = O(εδTδ) = O(δ). Let θr ∈ C∞0 (RN ) be
such that θr = 1 in Q(x0, r) and θr = 0 on RN \Q(x0, 2r). Define fr := fθr.

By the Scorza-Dragoni Theorem (Theorem 2.8) applied to fr : RN × Q × Rd×N → R, given m ∈ N
let Km be a compact subset of Q such that |Q \Km| 6 1

m and such that fr : RN ×Km × Rd×N → R is
continuous. Define

Qm,i,δ :=
{
z ∈ Km :

∣∣∇wδ
∣∣
(
εδ
δ

(z + ai) + xδ

)
6 m

}

for i ∈ {1, ..., [Tδ]N}. Then

∫

Q

f

(
x0 + εδ(z + ai) + δxδ, z, ξ +∇wδ

(
εδ
δ

(z + ai) + xδ

))
dz

>
∫

Qm,i,δ

f

(
x0 + εδ(z + ai) + δxδ, z, ξ +∇wδ

(
εδ
δ

(z + ai) + xδ

))
dz

=
∫

Qm,i,δ

fr

(
x0 + εδ(z + ai) + δxδ, z, ξ +∇wδ

(
εδ
δ

(z + ai) + xδ

))
−fr

(
x0, z, ξ +∇wδ

(
εδ
δ

(z + ai) + xδ

))

+
∫

Qm,i,δ

f

(
x0, z, ξ +∇wδ

(
εδ
δ

(z + ai) + xδ

))

As fr : Q(x0, r)×Km×B(ξ,m) → R is uniformly continuous, the first term above goes to zero as δ → 0.
Thus, from (4.20) and by the periodicity of f we have

g{εj}(x0, ξ) > lim sup
m→∞

lim sup
δ→0

(
εδ
δ

)N [Tδ]N∑

i=1

∫

Qm,i,δ

f

(
x0, z, ξ +∇wδ

(
εδ
δ

(z + ai) + xδ

))
dz

= lim sup
m→∞

lim sup
δ→0

[Tδ]N∑

i=1

∫

Km,i,δ

f

(
x0,

δ

εδ
y, ξ +∇wδ(y + xδ)

)
dy,

where

Km,i,δ :=
{
y ∈ εδ

δ
(Km + ai) : |∇wδ|(y + xδ) 6 m

}
.

Note that

lim sup
m→∞

lim sup
δ→0

∣∣∣∣Q\
[Tδ]N⋃

i=1

Km,i,δ

∣∣∣∣ = 0

because
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∣∣∣∣Q\
[Tδ]N⋃
i=1

εδ
δ

(Km + ai)
∣∣∣∣ =

(
εδ

δ

)N ∣∣∣∣ δεδ
Q\

[Tδ]N⋃
i=1

(Km + ai)
∣∣∣∣

6
(
εδ

δ

)N ∣∣∣∣ δεδ
Q\

[Tδ]N⋃
i=1

(Q+ ai)
∣∣∣∣ +

(
εδ

δ

)N ∣∣∣∣
[Tδ]N⋃
i=1

(Q+ ai) \
(

[Tδ]N⋃
j=1

(Km + aj)
)∣∣∣∣

6
(
εδ

δ

)N[(
δ
εδ

)N
− [Tδ]N

]
+

(
εδ

δ

)N
[Tδ]N

∣∣Q \Km

∣∣

6
(
εδ

δ

)N[(
δ
εδ

)N
−

(
δ
εδ
− 1

)N]
+

(
εδ

δ

)N
[Tδ]
m

N

=
[
1−

(
1− εδ

δ

)N]
+ 1

m → 0,

as δ → 0 and then m→∞. In addition we have that
{
y ∈ Q : |∇wδ(y + xδ)| > m

}
6 1
m

∫

Q−{xα}
|∇wδ| dy → 0.

when δ → 0 and then m→∞. Thus

g{εj}(x0, ξ) > lim inf
δ→0

∫

Q

f

(
x0,

δ

εδ
y, ξ +∇wδ(y + xδ)

)
dy. (4.21)

To compare g{εj}(x0, ξ) with fhom(x0, ξ) we need to modify wδ(· + xα) close to the boundary of Q in
order to be admissible for fhom. For this purpose, define the sets

Lδ := {y ∈ Q : dist(y, ∂Q) 6 |xδ|}, Mδ = {y ∈ Q : dist(y, ∂Q) > 2|xδ|},
and

Sδ = {y ∈ Q : dist(y, ∂Q) ∈ (|xδ|, 2|xδ|)}.
Let φδ ∈ C∞c (Q;R) with ||∇φδ||∞ 6 C

|xδ| be such that

φδ

δ

Mδ

S

Lδ

φδ(y) =





1 if y ∈ Mδ,

0 if y ∈ Lδ,

and set ψδ(y) := φδ(y)wδ(y + xδ) + (1− φδ(y))wδ(y) ∈W 1,∞
0 (Q;Rd). The goal is to show that
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g{εj}(x0, ξ) > lim inf
δ→0

∫

Q

f
(
x0,

δ

εδ
y, ξ +∇ψδ(y)

)
dy, (4.22)

i.e.

g{εj}(x0, ξ) > lim inf
δ→0

(εδ
δ

)N ∫
δ

εδ
Q

f
(
x0, y, ξ +∇ζδ(y)

)
dy

with ζδ(y) := δ
εδ
ψδ( εδ

δ y) ∈W 1,∞
0

(
δ
εδ
Q;Rd

)
, and, consequently,

g{εj}(x0, ξ) > fhom(x0, ξ).

To prove (4.22) we observe that

lim inf
δ→0

∫

Q

f

(
x0,

δ

εδ
y, ξ +∇ψδ(y)

)
dy 6 lim inf

δ→0

∫

Q

f

(
x0,

δ

εδ
y, ξ +∇wδ(y + xδ)

)
dy

+β lim sup
δ→0

∫

Lδ

(1 + |∇wδ(x)|p) dx

+β lim sup
δ→0

∫

Sδ

(|∇wδ(x+ xδ)|p + |∇wδ(x)|p) dx

+β lim sup
δ→0

||∇φδ||p∞
∫

Sδ

|wδ(x+ xδ)− wδ(x)|p dx. (4.23)

Due to the integrability property of {|∇wδ|p}δ we have

lim
δ→0

∫

Lδ

(1 + |∇wδ(x)|p) dx = 0 = lim
δ→0

∫

Sδ

(|∇wδ(x+ xδ)|p + |∇wδ(x)|p) dx. (4.24)

Moreover,

||∇φδ||p∞
∫

Sδ

|wδ(x+ xδ)− wδ(x)|p dx 6 β

|xδ|p
∫

Sδ

∣∣∣∣
∫ 1

0

dwδ(x+ txδ)
dt

dt

∣∣∣∣
p

dx

6 β

|xδ|p
∫

Sδ

∫ 1

0

|∇wδ(x+ txδ)|p . |xδ|p dt dx

= β

∫

Sδ

∫ 1

0

|∇wδ(x+ txδ)|p dt dx

= β

∫ 1

0

∫

Sδ+txδ

|∇wδ(y)|p dy dt

6 β

∫

Nδ

|∇wδ(y)|p dy,

where

Nδ = {x ∈ Q : dist(x, ∂Q) 6 3|xδ|},
and consequently, as above,
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lim
δ→0

||∇φδ||p∞
∫

Sδ

|wδ(x+ xδ)− wδ(x)|p dx = 0. (4.25)

Hence (4.22) holds by (4.21) and (4.23)-(4.25).
¥

As a consequence we derive the equality (a.e.) of the density functions g{εj} and fhom.

Corollary 4.7. g{εj}(x, ξ) = fhom(x, ξ) for a.e. x ∈ Ω and for all ξ ∈ Rd×N.

Proof. In view of Proposition 4.6 we have that for a.e. x ∈ Ω and for all ξ ∈ Qd×N , g{εj}(x; ξ) = fhom(x; ξ).
Since g{εj}(x; · ) and fhom(x; · ) are continuous, the equality g{εj}(x; ξ) = fhom(x; ξ) holds true for all
x ∈ Ω and for all ξ ∈ Rd×N.

¥
The proof of our main result is now straightforward.

Proof of Theorem 1.1 As a consequence of Corollary 4.7 the functional Ihom is well defined and Γ(Lp(A))-
limit of Iεj

( · ;A) is equal to Ihom( · , A). In particular, since it does not depend upon the extracted
subsequence, in view of Proposition 2.3, the whole sequence Iε( · ;A) Γ(Lp(A))-converges to Ihom( · ;A).
Taking A = Ω we conclude the proof of Theorem 1.1. ¥

5 A different set of hypotheses

As mentioned in the Introduction, it is possible assuming that the integrand f = f(x, y, ξ) is mea-
surable in x, continuous with respect to the pair (y, ξ), and Q-periodic as a function of the variable y.
Precisely, the following result holds.

Theorem 5.1. Let f : Ω× RN × Rd×N → R be a function such that

(H1) f(x, ·, ·) is continuous a.e. x ∈ Ω;

(H2) f(·, y, ξ) is measurable for all y ∈ RN and ξ ∈ Rd×N ;

(H3) f(x, ·, ξ) is Q-periodic for a.e. x ∈ Ω and all ξ ∈ Rd×N ;

(H4) there exist a real number p > 1 and a constant α > 0 such that

|ξ|p
α

− α 6 f(x, y, ξ) 6 α(1 + |ξ|p),
for a.e. x ∈ Ω, all y ∈ RN and ξ ∈ Rd×N .

For each ε > 0 define the functional Iε : Lp(Ω;Rd) → [0,∞] by

Iε(u) :=





∫

Ω

f
(
x,
x

ε
,∇u(x)

)
dx if u ∈W 1,p(Ω;Rd),

∞ otherwise.

If u ∈ Lp(Ω;Rd) then

Ihom(u) := Γ(Lp(Ω))- lim
ε→0

Iε(u) =





∫

Ω

fhom(x,∇u(x)) dx if u ∈W 1,p(Ω;Rd),

+∞ otherwise,
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where the integrand fhom is given by

fhom(x, ξ) := lim
T→+∞

inf
φ

{
1
TN

∫

(0,T )N

f(x, y, ξ +∇φ(y)) dy, φ ∈W 1,p
0 ((0, T )N ;Rd)

}
(5.1)

for a.e. x ∈ Ω and all ξ ∈ Rd×N . Moreover fhom is (equivalent to) a Carathéodory function, satisfies
similar p-coercivity and p-growth conditions to those of f , and fhom(x, · ) is quasiconvex for a.e. x ∈ Ω.

The argument of the proof follows closely that of the proof of Theorem 1.1, although, it is somewhat
less technical. In particular, in (3.27) we need now to ensure that

(y, z) 7→ ∂f

∂η
(x, z, ϕ(y, z)) ∈ Lq(Q;Cper(Q))

and Scorza Dragoni’s Theorem in Proposition 4.6 must be used in a different way (see Báıa and Fonseca
[6] for details).

6 Appendix

In this section we recall an auxiliar lemma of use for the proof of Theorems 1.1 and 5.1. First we invoke
a lemma by Licht and Michaille [40] that allowed us to justify that the function fhom given in (1.4) and
(5.1) is well defined (see Lemma 3.1 above).

Lemma 6.1. Let N ∈ N with N > 1 and let S : A(RN ) → R+ be such that

i) S(A) 6 βLN (A), for all A ∈ A(RN ), where β is a positive constant,

ii) S(C) 6 S(A) + S(B) for all A,B,C ∈ A(RN ), with A ∩B 6= ∅, C = A ∪B,

iii) there exists T ⊂ RN and M > 0 such that T + [0,M)N = RN and S(A + τ) = S(A) for all
A ∈ A(RN ) and τ ∈ T .

Then, for any cube A of the form [a, b)N there exists the limit of the sequence
{

S(sA)
LN (sA)

}
as s→∞ and

lim
s→∞

S(sA)
LN (sA)

= lim
s→∞

S([0, s)N )
sN

.

Furthermore, if {SL}L is a family of set functions satisfying i), ii), iii) for C, T and M independent of
L, then the above limits are attained uniformly with respect to L.
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