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0.1 Introduction

The mesoscale simulation of grain growth consists in resolving a large coupled system of
nonlinear evolution equations with appropriate boundary conditions which represents a net-
work of interfaces. We present here an approach based on a dissipation principle and flexible
enough to exploit the energy and mobility functions derived from recent experiments. Our ob-
jective is to simulate with sufficient accuracy to predict texture and at a sufficient scale to yield
meaningful statistics. Since, generally, the result of such a simulation consists of the statistics
it provides, we are led to the companion issue of coarse graining in mesoscale simulations.
We seek to understand what statistics are reliable and how we may interrogate the dynamics
of their distribution functions. There are many challenges to the successful execution of this
program, from the algorithmic level where we are confronted with a highly nonlinear coupled
system with many toplological events or critical events, to the coarse grain level. For reasons
of space, we defer discussion of this latter subject to a future work.

A number of collateral references are listed in the references. We would like to take this
opportunity to thank A. D. Rollett and G. Rohrer and also G. Leoni, C. Liu, and P. Yu for
their help. Supported by the MRSEC program of the NSF under award DMR 0079996 and
NSF DMS 0072194, NSF DMS 9805582, NSF DMS 0305794 and the DoE Computational
Materials Science Network

Here we are concerned with the mesoscale simulation of large networks of grains or inter-
faces in two and three dimensions. The evolution is governed by the Mullins Equation of cur-
vature driven growth. These equations, discussed below, are a system of evolution parabolic
partial differential equations for each grain boundary curve, in two dimensions, or facet, in
three dimensions. Grain boundaries meet, typically, at triple junctions, in two dimensions,
or on triple lines, in three dimensions, where an additional boundary condition is required.
We enforce the Herring Condition, a force balance, and below we show that it is the natural
boundary condition for the Mullins Equation in equilibrium. Other boundary conditions are
admissible but the Herring Condition is the simplest. The resulting system is then dissipative
for the energy and the evolution can be viewed as a modified steepest descent for the total
grain boundary energy. In addition, we must treat certain critical events. During evolution,
a grain boundary or a grain may shrink and disappear. This creates unstable multiple junc-
tions which split into triple junctions which we treat in a way that results in maximum energy
reduction.

Our first objective is to review the Mullins Equation and to establish that the Herring
Condition is its natural boundary condition. The two dimensional version of this has been
presented in [17]. Consider a network of grains with facets which meet in triple lines. The
most direct way to proceed is to begin with three facets represented as graphs over anx =
(x1, x2) plane meeting along a triple lineΓ,

S(i) : z = u(i)(x), x ∈ Ω+, i = 1, 2
S(3) : z = u(3)(x), x ∈ Ω−
u(1) = u(2) = u(3) on Γ′

(1)

whereΓ′ denotes the projection ofΓ onto thex-plane. Consider first a single facet, say

S : z = u(x), x ∈ Ω(= Ω+)
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The energy density of the facetS is given by

σ(n), n =
1
W

(−p1,−p2, 1), the normal to S

pi =
∂u

∂xi
, W =

√
1 + |p|2

(2)

σ is positively homogeneous of degree 0, and thus∇nσ · n = 0. The energy ofS is

E =
∫

Ω

σ(n)Wdx (3)

and equilibrium is determined by

δE = 0 (4)

We give a brief derivation of the equilibrium equation which enables us to verify that
the discrete version determined in the next section is an approximation of it. Letη be a test
variation with compact support inΩ and

z = u + εη,

Eε =
∫
Ω

σ(nε)Wεdx,

nε = 1
Wε

(−(p1 + εq1),−(p2 + εq2), 1), q = ∇η

Wε =
√

1 + |p + εq|2

and
dnε

dε
= − 1

W
(1− n⊗ n)q

dWε

dε
=

p · q
W

. (5)

This leads to

d

dε
Eε =

∫
Ω

(
∇nσ(n)

dnε

dε
Wε + σ

dWε

dε

)
dx

=
∫

Ω

(
∇nσ(n) · (−q1,−q2, 0) + σ

p · q
W

)
dx

=
∫

Ω

div
(
∇nσ(n)− σ

p

W

)
η dx (6)

So equilibrium is determined by the equation

div(∇nσ(n)− σ
p

W
) = 0 in Ω (7)

If

St : z = u(x, t), x ∈ Ω, t > 0,

is an evolving family of interfaces, its normal velocity is given by

vn = n · ∂

∂t
(x1, x2, u) =

1
W

∂u

∂t
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and the governing equation of motion is the Mullins Equation

vn =
1
W

∂u

∂t
= −µ div

(
∇nσ(n)− σ

p

W

)
in Ω, t > 0, (8)

whereµ is a given mobility function.
To understand the boundary condition on the triple lineΓ, we must consider complete

three dimensional variationsζ = (ζ1, ζ2, ζ3) of the surfaceS, rather than simply vertical
ones. Here it is useful to introduce the variations separately as

x = ξ
u = z + ε ζ3

(9)

x1 = ξ1 + ε ζ1

x2 = ξ2

u = z
(10)

x1 = ξ1

x2 = ξ2 + ε ζ2

u = z
(11)

The last two are variations of domain. We caution that although at first glance this proce-
dure appears to permit three different equilibrium equations, they are, in fact, all the same. The
result of the computation is a linear functional ofζ given by, with the abbreviationF = σW ,

L(ζ) =
∫

Ω

ζ · n div Fp Wdx +
∫

Γ′
ζ · T (ν) ds (12)

whereT (ν) is the linear form on the normalν of Γ′ given by

T (ν) =

 F − p1Fp1 −p1Fp2

−p2Fp1 F − p2Fp2

Fp1 Fp2

 ν

Recalling thatF = σW , we can decomposeT (ν) as

T (ν) =
σ

W

 1 + (p2)2 −p1p2

−p1p2 1 + (p1)2

p1 p2

 ν + W

 −p1σp1 −p1σp2

−p2σp1 −p2σp2

σp1 σp2

 ν

= σ Tiso(ν) + Tan(ν),

with Tiso the isotropic term corresponding to theT which arises for constant surface energy
andTan containing the torques. Letl = (l1, l2, l3) = (−ν2,−ν1,−ν2p1 + ν1p2) denote the
tangent direction to the curveΓ. We then find that

Tiso = σn× l and Tan = W 2(σp1ν1 + σp2ν2)n (13)

To clarify equilibrium we return to the system of three surfaces. Letζ(i) denote the vari-
ation (vector) of surfaceS(i). The variation is the sum of three versions of (9). Let us make
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the convention thatn1 andn2 point upward andn3 points downward. Then we find
2∑

i=1

(∫
Ω+

ζ(i) · n(i) div F (i)
p W (i)dx

)
+
∫

Ω−

ζ(3) · n(3) div F (3)
p W (3)dx

+
3∑

i=1

(∫
Γ′

ζ · T (i)(ν(i)) ds

)
= 0 (14)

subject to ζ(1) = ζ(2) = ζ(3) on Γ′

Thus, in addition to the equilibrium of equations given by (7), we obtain the natural boundary
condition, which is the Herring Condition,

T (1)(ν(1)) + T (2)(ν(2)) + T (3)(ν(3)) = 0 (15)

For example, in the case whereσ is independent ofn, we immediately verify that

n(1) + n(2) + n(3) = 0,

namely, that the surfaces meet at angles of2π/3.
We shall discuss simulating a large network of evolving surfaces subject to (8) with (15).

An important property of this system is that, in the absence of critical events, it is dissipative.
To check this, observe that the total energy of the network is given by

E(t) =
∑
S

∫
Ω

σS(ν)dS (16)

and computingdE/dt corresponds to settingζ = −∂u/∂t in the first variation. After substi-
tuting (8), we obtain that

dE

dt
= −

∑
S

∫
Ω

1
µS

(vn)2dS +
∑
Γ

∫
Γ

v ·
∑
Γ

Tds (17)

Thus, when (15) holds, the integrals over the triple lines vanish and

dE

dt
= −

∑
S

∫
Ω

1
µS

(vn)2dS ≤ 0

0.2 Discretization

We proceed by presenting the discretization of the equations above using a dissipation princi-
ple. Given a triangulationT = β of a surfaceS consisting of trainglesβ , the discrete energy
of S is

E =
∑
β∈T

σ(nβ)Aβ

wherenβ is the normal toβ andAβ is the area ofβ.
The energy rate of change resulting from a motion of the vertices of the trianglesβ ∈ T is

dE

dt
=
∑
β∈T

[
∇nσ(nβ) · dnβ

dt
Aβ + σ(nβ)

dAβ

dt

]
(18)
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Let xi, xj andxk be three nodes ofβ, andW = (xj − xi) × (xk − xi). Then we may
write

nβ =
W

|W |
and Aβ = |W |

dnβ

dt
|W |+ nβ

d|W |
dt

=
dW

dt
(19)

dAβ

dt
=

W

|W |
· dW

dt

Combining (18) and (19) yields

dE

dt
=
∑
β∈T

[
∇nσ(nβ) · (dW

dt
− nβ

d|W |
dt

) + σ(nβ)
W

|W |
· dW

dt

]

=
∑
β∈T

[
(∇nσ(nβ) + σ(nβ)nβ) · dW

dt

]
(20)

We compute

dW

dt
=
(

dxj

dt
− dxi

dt

)
× (xk − xi) + (xj − xi)×

(
dxk

dt
− dxi

dt

)
and letH = ∇nσβ + σβnβ , then

dE

dt
=
∑
β∈T

[
H ·

((
dxj

dt
− dxi

dt

)
× (xk − xi)

)
−H ·

((
dxk

dt
− dxi

dt

)
× (xj − xi)

) ]

=
∑
β∈T

[
−
(

dxj

dt
− dxi

dt

)
· (H × (xk − xi)) +

(
dxk

dt
− dxi

dt

)
· (H × (xj − xi))

]

=
∑
β∈T

[
H × (xk − xj) ·

dxi

dt
+ H × (xi − xk) · dxj

dt
+ H × (xj − xi) ·

dxk

dt

]
Introducing notationtβi = xk − xj , this is reduced to

dE

dt
=
∑
β∈T

∑
xl∈β

〈
H × tβl ,

dxl

dt

〉

=
∑
β∈T

∑
xl∈β

〈
H × (nβ ×mβl)|tβl| ,

dxl

dt

〉

=
∑
β∈T

∑
xl∈β

〈
(H ·mβl)nβ |tβl| − (H · nβ)mβl|tβl| ,

dxl

dt

〉
We obtain

dE

dt
=

∑
xl∈Nodes

∑
βl

〈
(∇nσ(nβ) ·mβl)nβ |tβl| − σ(nβ)mβl|tβl| ,

dxl

dt

〉
(21)

whereβl is the set of triangles inT invloving the nodexl.
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This gives the discrete form of the evolution equations,

vn = −
∑
βl

[ (∇nσ(nβ) ·mβl)|tβl| − (σ(nβ)mβl · nβ)|tβl| ] (22)

which clearly are dissipative.
To see the relation between these expression and the continous version given in the previ-

ous section, we use the tangential divergence theorem, and the tangential Green’s theorems,∫
Ω

divΩu dΩ =
∫

Ω

u · nκ dΩ +
∫

∂Ω

u ·m dΓ∫
Ω

∇Ωϕ dΩ =
∫

Ω

ϕnκ dΩ +
∫

∂Ω

ϕm dΓ

whereu, n,m are vectors andϕ is a scalar. This gives,

vn = −div(∇nσ(n) + σn)

which agrees with formula (8).

0.3 Numerical Implementation

We describe here the details of our numerical scheme. The basic objects involved in three di-
mensional simulation are grain boundaries, triple lines and grains, (in two dimension we use
triple junctions, and grain boundaries). Grain boundaries and triple lines are discretized and
evolved in our simulation. Unlike several other methods, in this method we do not discretize
grains; they are determined by the triple lines and grain boundaries. Our discretization of sur-
faces and triple lines uses second order finite difference approximations, with either explicit
or implicit time stepping. The time evolution of nodal points is done in two steps. First, grain
boundaries are moved by Mullins Equation, and then triple lines are moved to enforce the
Herring Condition. As grain boundaries and triple lines move, critical events must be consid-
ered to reflect actual changes in the physical topology, such as collapse and disappearance of
individual grains, as well as to avoid element collapse in the simulation.

Grain boundaries are defined by a collection of triangles consisting of three nodal points
and evolution is done by moving the nodal points according to (22). In the case of isotropy,
σ = 1, it reduces to

vn =
∑
βl

Rβl
(23)

whereβl has three nodal pointsxl, xj , xk and

Rβl
=

1
4Aβ

[−|xk − xj |2 xl + (xk − xj) · (xk − xl) xj + (xj − xk) · (xj − xl) xk ]

With an explicit time scheme, this gives the discrete evolution equation

xl(t + τ) = xl(t) + τ
∑
βl

Rβl
(t) (24)
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whereτ denotes the time step.
Now, we consider an implicit time scheme to accelerate the computation. LetN denote the
number of nodal points of the grain boundary S and

x(t) = [ x1(t), x2(t), · · · , xN (t) ]T

Define an operator

Lx(t) =

∑
β1

Rβ1(t),
∑
β2

Rβ2(t), · · · ,
∑
βN

RβN
(t)

T

Then an implicit method requires solving the system of equations(
I − τ

2
L
)

x(t + τ) =
(
I +

τ

2
L
)

x(t) (25)

and it is approximated by applying Gauss-Seidel iterations.
Triple lines are defined by a set of nodal points and the Herring Condition is imposed on

these points. The Herring Condition at a nodal pointxl is given by∑
βl

Rβl
= 0 (26)

whereβl is the set of triangles inT invloving the nodexl. And it is also approximated by
Gauss-Seidel iterations.

Critical Events
During evolution, three types of critical events occur in three dimensions: loss of grains,

loss of facets and loss of triple lines. The critical events are detected by monitoring the size
and the rate of changes of topological components (i.e. grains, facets and triple lines). Com-
ponents that are shrinking fast compared to their size trigger critical events, unless they are
growing. This scheme follows Kuprat [23]

Loss of grains: In this event a neghboring grain, denoted bywg, will absorb the
small target graintg. The choice ofwg is made as follows. We first pick the smallest facet
of the target graintg. Then consider all the facets of the graintg that have a common triple
line with that small facet. We pick from these facets the one with the largest area. It has two
grains on its two sides. One of them is our target grain. The other is the neighboring grainwg
that will absorb.

Loss of facet: Implementation of this event involves two processes, 1) creation of
a new volume, 2) loss of grain event. Creation of a new grain is done by growing the target
facet, denoted byts, in the normal direction, into a new grainng. The new grain is built using
a partial volume of two grains meeting at the target facetts. A loss of grain event is then
performed using all neighboring grains except the two which contributed to growing the new
grain.
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Figure 1: 1.the small graintg is the target grain for removal; 2.tg is assigned towg; 3.boundaries have
straightened due to the curvature driven motion

Figure 2: 1.the small facetts is detected for removal; 2.a new volumeng is created; 3.ng is merged
into wg due to the loss of grain; 4.curvature driven motion have straightened the boundaries

Figure 3: 1.the short horizontal triple linetl is subject to removal; 2.a new volumeng is built; 3.ng is
merged intowg due to the loss of grain; 4.curvature driven motion have straightened the boundaries

Loss of triple line: Basically, the same idea as in loss of facet applies to the
loss of triple line. We build a new volumeng around the target triple linetl using a partial
volume from the three grains meeting at that line. We then perform a loss of grain event using
all neighboring grains except those three that contributed to growing the new grain.

There are challenges to implement the critical events. First, the general algorithms for
critical events fail when a two boundary facet is involved in the event. And this case should
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be taken care of separately. In addition we have the difficulty of tuning parameters for each
critical event, i.e. loss of grain, loss of surface and loss of triple lines. These parameters
determine whether a given grain, facet or triple line is considered for deletion. The precise
value of such parameters is not expected to influence statistical properties of the system, but
configuration may be altered slightly with different choice.

0.4 Numerical Results

We illustrate our method using some numerical results in two and, briefly, in three dimensions.
For simplicity and ease of comparison, we confine ourselves to the case where the energy
densityσ = const. and the mobilityµ = 1. In two dimensions, we may typically begin from
a 25,000 to 50,000 Voronoi-type initial configuration. We are able to verify these diagnostics:
the average area grows linearly with time, the Mullins-von Neumannn − 6- rule holds for
individual grains (not undergoing a critical event), and a ’round’ grain shrinks inversely to
its radius at the proper rate (to second order in spatial discretization.) For the general large
scale simulation, we may plot relative area histograms, as in Fig. ( 0.4). below. These show a
transient phase and then remarkable self-similarity. More details are available in [18].

An important feature of the our technique is the ability to simulate with anisotropic energy
densitiesσ = σ(n, α), that is, energies which depend both on the normal to the curven and
the lattice misorientationα. Lack of space prevents us from discussing this, but a glimpse of
the new and interesting phenomena we are able to investigate is given in [31].

In three dimensions we are presently implementing large scale simulations. On average,
grains with a large number of facets, say greater than 14, grow and grains with few facets
shrink. An example of a critical event is portrayed below.

0.5 Conclusion

In this paper we have presented a consistent variational approach to the mesoscale simulation
of grain growth in three dimensions. We have presented results for a ’bamboo structure’, a
system with constant energy and mobility. The method accurately computes curvature driven
growth with the Herring Condition imposed at triple junctions. The issues we had to resolve to
accomplish this include the correct discretization scheme and the treatment of critical events.

An important feature of the mesoscale approach is that it respects the thermodynamic
formulation given by Mullins and Herring. The reduced dimensionality of its data structure
permits simulation of large scale systems, indeed, systems sufficiently large that we may in-
quire about their statistics. We found that the statistics produced by our simulation are very
robust.

Future work can exploit this method to investigate interface dominated properties, for
example, questions about anisotropy, texture, and abnormal grain growth, as mentioned in the
Introduction. As a first project, we are exploring the role of anisotropy.
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Figure 4: The relative densityρ plotted against relative area x = area/(average area) at initial time (plot
with highest maximum), time = 5 (plot with next highest maximum), and time = 10 and time = 15, which
are essentially the same.

Other statistics may be collected as well, for example, the fraction of grains with a given
number of sides, illustrated in Figure 2 at a time step when the relative area histogram is
stationary.

Figure 5: The population of grains sorted by number of edges during evolution (higher curve) and at the
stationary position of the relative area histogram (lower curve). Note the peak at 6 sides
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Figure 6: Grain 73 has grown while grain 57 has shrunk. The figure shows the loss of grain 57 into
grain 73. Faces are rendered as polyhedra but are, in fact, curvelinear.
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