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Abstract

We consider a four-elastic-constant Landau-de Gennes energy characterizing nematic liquid
crystal configurations described using the Q-tensor formalism. The energy contains a cubic
term and is unbounded from below. We study dynamical effects produced by the presence of
this cubic term by considering an L? gradient flow generated by this energy. We work in two
dimensions and concentrate on understanding the relations between the physicality of the initial
data and the global well-posedness of the system.

1 Introduction

This paper studies the dynamics of an important instability phenomenon that arises in the
Landau-de Gennes theory of nematic liquid crystals [2-4]. Mathematically our results address
global well-posedness of the L? gradient flow generated by an energy functional that is unbounded
from below in its natural energy space. This turns out to be related to quantifying how the flow
affects the convex hull of the initial data.

We consider a Landau-de Gennes energy functional

ﬂ@-Af@@M%

where Q € R? with d = 2,3 and @ is a matrix valued function defined on 2 that takes values into
the space of Q-tensors, namely S(4 = {M e R4 M = M7, tr(M) = 0}. The matrix Q(z) is
a measure of the local preferred orientation of the nematic molecules at the point x € €2, see for
instance [3,17].

The energy density F(Q) can be decomposed as:

F(Q) = Fer+ Fouk

where F,; is the “elastic part” which depends on gradients of @, and Fp,y is the “bulk part” that
contains no gradients.
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Invariances under physical symmetries impose certain restrictions on the form of the elastic and
bulk parts. The simplest and most common form that is invariant under physical symmetries and
still captures the essential features [2,17] assumes that F,; and Fy,y are given by

Fa(Q) = LiIVQ? + L20;QirdkQij + L30;Qi;0kQik + LaQui0rQi;0Qij, (1.1)
Fuun(Q) = 5 (@) - 5 (@) + § 02(@?) (1.2

Here and in the following we assume the Einstein summation convention by which repeated indices
1,7,k =1,...,d are implicitly summed.

The coefficients a,b,c and Ly, k = 1,2,3,4 are assumed to be non-dimensional (see [16]). For
spatially homogeneous systems the term Fp,y is bounded from below only if ¢ > 0 (see [18]).
Physical considerations impose that b > 0 (see [14]) and a is a temperature dependent parameter
that can be taken to be either positive or negative. The most physically relevant case is when a is
small. This corresponds to a temperature near the supercooling point, below which the isotropic
phase becomes unstable. Thus we make the assumptions

b>0 and c¢>0. (1.3)

In two dimensions observe that Q € S@ implies tr(Q%) = 0. Hence we may, without loss of
generality, assume b = 0.

For the elastic part we note that the first three terms are quadratic, while the fourth one (with
coefficient L,4) is cubic. The presence of a cubic term is rather unusual in most physical systems.
The retention of this term in our situation is motivated by the fact that it allows reduction of the
elastic energy F|[Q)] to the classical Oseen-Frank energy of liquid crystals (with four elastic terms).
This is done by formally taking

1
Qx) = s. (n(x) x n(z) — d]I) where s, >0, n:Q— ST

and substituting it in the definition of £[Q)] (see [3]). Here I denotes the identity matrix.
The cubic term, however, also comes with a price: The energy £[Q] now has the “unpleasant”
feature of being unbounded from below [2,4]. On the other hand, if Ly = 0 the elastic part of £[Q],

£4Q) % /Q FulQ()) da,

is bounded from below (and coercive) if and only if L1, Ly and L3 satisfy certain conditions. For
Q € 8® and three dimensional domains these conditions are developed in [13] (see also [8]). For
Q € 8@ and two dimensional domains the conditions

Li+Ls>0 and Li+ Ls>0, (1.4)

are equivalent to coercivity. (We prove this in Lemma C.1 in Appendix C.)

One way to deal with the unboundedness and lack of coercivity caused by the (necessary)
presence of Ly is to replace the bulk potential defined in (1.2) with a potential ¢)(Q), which is finite
if and only if Q is physical' (see for instance [4] for d = 3). In this paper we aim to directly study
the physical relevance of the energy £[Q] keeping the more common potential (1.2), instead of the

"We recall [4,14] that Q is physical if Q € 8@ and after suitable non-dimensionalisations its eigenvalues are

1 1
between —5 and 1 — 3.



singular potential as in [4] (see [10,22] for works in the dynamical context). Of course the static
theory will not provide anything meaningful when the energy £[Q)] is unbounded. Consequently,
we focus our attention on the dynamical aspect.
We study a gradient flow in the “simplest setting”; namely an L? gradient flow in R? corre-

sponding to the energy functional £[Q)] where @) takes values in S ). Explicitly, this is
0Q;;j o0&

o~ \sq), + Adij + pij — pji (1.5)
where A is a Lagrange multiplier corresponding to the constraint tr(Q)) = 0 and for 4, j € {1,2} the
Hij’s are the Lagrange multipliers corresponding to the constraints @Q;; = Qj;. Here % denotes the
variational derivative of £ with respect to (), defined by

S) = SE@Q+ o)

dt
for p € C°(Q, M4 %(R)). Integrating by parts as necessary we can identify the linear operator %
with a matrix-valued function.
After some lengthy but straightforward calculations (which we carry out in Appendix A) equa-
tion (1.5) reduces to

9Qij
ot

t=0

= 2L1AQ;; — aQyj — ¢ tr(Q*)Qij + (La + L3) (90, Qi + 0:0,Q;r.)
— (Lo + L3)010kQui6ij + 2L40,Qi0kQui + 2L40,0,Qi5 Qi

L
— L40;Q110; Q1 + 74\VQ|261-]-. (1.6)

We study this system of equations on a bounded domain  C R? with initial data and boundary
conditions given by

Q(z,0) = Qo(z), and Q(z,t)lon = Q(:p) (1.7)
Qolog = Q.

The main results in this paper are to show:

e Global existence of weak solutions to (1.6)—(1.7) in two dimensions, for H! N L*° initial data

that is small in L>° (Theorem 2.1, below).

e Finite time blow up (in L?) of solutions to (1.6)—(1.7) in two dimensions, for specially con-

structed (large) initial data (Theorem 2.2, below).

e The “preservation of physicality” of the initial data in two or three dimensions and a simple

version of the flow (Proposition 2.2, below).
We defer the precise statements (and proofs) of these results to subsequent sections, and momen-
tarily pause to briefly outline the ideas involved in the proofs and the problems encountered.

The main difficulty in proving global existence stems from the fact that the energy is apriori
unbounded from below. However, from equation (1.6) we see that if ||@||z~ is small enough,
then the cubic term can be absorbed into the other terms, which are positive definite under the
assumption (1.4). Here

1@l = sup Q(x)],  where [Q(z)]* = tr (Q(2)Q(2)") = tr (Q*()).

Thus the usual H!-level information provided by the energy in such gradient flows can be effectively
utilized, provided we apriori guarantee a smallness condition on the L°°-norm. Our main tool



(Proposition 2.1) does precisely this: namely, Proposition 2.1 shows smallness of ||Q||;« globally in
time, provided it is small enough initially. We use this to prove global existence of weak solutions
in Theorem 2.1. Global existence of strong solutions should now follow using relative standard
methods, provided the initial data is regular, small and is compatible with the boundary conditions
(see for instance [9]).

We complement Theorem 2.1 with Theorem 2.2 which shows the existence of a finite time
blow up using large, specially constructed initial data. The proof amounts to finding a non-linear
differential inequality for a quantity that blows up in finite time. The main difficulty in this context
is again the high order nonlinearity. We use the energy inequality for control of this, even though
the sign of the energy is not apriori controlled.

Theorems 2.1 and 2.2 give a dichotomy common to many nonlinear PDE’s: long time existence
if the initial data is small enough, and examples of finite time blow-up for large data. This leads
to an interesting question about the maximal size of initial data for which solutions exist globally
in time. This is a very subtle one and we only provide a modest contribution in this direction.
We think that an important factor affecting global existence is the physicality of the initial data —
namely the requirement that after a particular normalization the eigenvalues of the initial data are
within the interval (—3,1 — %) (see more about physicality in [2,4]).

There exists a direct and delicate relation between the smallness of ||Q||z and the aforemen-
tioned notion of “physicality”. Specifically, the physicality of a ()-tensor imposes an upper bound
on the size of ||Q||L~ but in general the contrary is false. Namely having an upper bound for
|Q|| L~ implies physicality in 2D, but not necessarily in higher dimensions.

More precisely, if Q € S@ is physical, i.e. its eigenvalues \;,i = 1,...,d are in the interval
(=1,1—1) hence tr(Q*(z)) = Zle A? < d(1—1%)2 On the other hand, the condition tr(Q?(z)) =
SN2 <d(1 - 1)? for Q € S@ implies that the eigenvalues of Q are between (=2,1—1) only
for d = 2, but not for d = 3! For d = 3, the notion of physicality is related to @ belonging to a
convex set (not just a ball as for d = 2). Proposition 2.2 explores how the gradient flow preserves
the convex hull of the initial data in a simple setting, for both d = 2 and d = 3.

Plan of this paper.

This paper is organized as follows. In section 2 we precisely state the main results of this paper
and state our notational conventions. In section 3 prove the small data global existence result
(Theorem 2.1). In section 4 we exhibit an example of a finite time blow up with large initial data.
In section 5 we prove the preservation of physicality (Proposition 2.2).

There are numerous technical calculations involved in this paper, which for clarity of presenta-
tion have been relegated to appendices. Appendix A shows that the gradient flow defined by (1.5)
satisfies (1.6). Appendix B shows how the Landau-de Gennes energy functional can be reduced to
the Oseen-Frank energy functional in two dimensions, and the necessity of the cubic term for this
purpose. Appendix C shows that the coercivity assumption 1.4 is equivalent to coercivity in two
dimensions. Finally Appendix D reduces the evolution for ) into a one dimensional problem when
the initial data is of the type used to prove the blow up in Theorem 2.2.

2 Main results and notational conventions.

Our first main result in this paper is global well-posedness of (1.6) for small initial data. The
crucial step in the proof is the preservation of L°°-smallness, and we begin by stating this.



Proposition 2.1. Consider the 2D evolution problem (1.6)-(1.7) on a bounded smooth domain
Q C R%. Suppose the coercivity condition (1.4) holds together with the structural assumptions
(1.3) . For smooth solutions Q there ezists an explicitly computable constant 11 (depending on
Li,i=1,...,4) so that if

1QI Lo (a0) < 1Qoll Lo () < v/2m (2.1)
and
|af < 2em, (2.2)
then for any T > 0, we have
1Ql 2 (0,1)x0) < V211 (2.3)

Remark 2.1. As mentioned earlier, the physically relevant regime is when the parameter a has small
magnitude. This is consistent with the assumption.

Furthermore a careful check of the proof of Proposition 2.1 shows that the result still holds at
the level of regularity of the weak solutions. (2.2).

Theorem 2.1. Suppose the coefficients a,b,c and Ly, ..., Ly satisfy the coercivity condition (1.4)
together with the structural assumptions (1.3), and let Q C R? be a smooth, bounded domain.
There exists an explicitly computable constant ne (depending on L;,i = 1,...,4 and Q) so that if
Qo € H'(Q)NL®Q), Q € H%(ﬁﬁ), and the smallness conditions (2.1) and (2.2) hold with m
replaced by no, then the system (1.6)—(1.7) has a unique global weak solution®. Further the initial
smallness (2.1) is preserved for all time.

We prove Proposition 2.1 and Theorem 2.1 in section 3. The smallness assumption on the initial
data is essential; we complement Theorem 2.1 with a result showing that certain solutions exhibit
a finite time blow up.

Theorem 2.2. Suppose the coefficients a,b,c and L1, ..., Ly satisfy the coercivity condition (1.4)
together with the structural assumptions (1.3). There ezists a smooth domain 2, smooth initial
data Qo, and a smooth (time independent) function Q : 9 — R such that the system (1.6) with
Dirichlet boundary conditions Q does not admit a global smooth solution.

Remark 2.2. Our proof (Section 4) chooses  to be the annulus Bg,(0) \ Bg,(0) C R? where
0 < Ry < Ry, and “hedgehog” type initial data. Namely, we choose (g of the form

Q) = tolel) (@ 5~ 1),

||
where 0 : [Ro, R1] — R is smooth. If 0y is large enough, Ry, Ry are such that

2,2
_ Bomt 1.
9(R; — Ro)?

we show [[Q(t)||12(q) — oo in finite time, for any smooth solution.

Finally in Section 5 we study how the flow distorts the convex hull of eigenvalues, in an attempt
to understand what is the maximal size of initial data that would give global well-posedness. The
situation is more interesting in 3D than in 2D as in 3D the convex set of physical QQ-tensors cannot
be described just in terms of the Frobenius norm of the matrix. We restrict ourselves to a simple
setting (with specific assumptions on the elastic constants L;’s, i = 1,2, 3,4 and work in the whole
space). Our main result in this section is the following:

2gsee Definition 3.1 for the precise definition of a weak solution



Proposition 2.2. Let Q(t,x) € C([0,T]; H*(R?)) with k > 4, d = 2,3 and arbitrary T > 0 be a
solution of the system (1.6)—(1.7), under assumptions (1.3). Assume further

o L1 #0, Ly =0 and (1.4) holds if d = 2,
e orli1#0and Lo+ Ls=Ls=0ifd=3.

Suppose the initial data Qo € H*(R?) is such that for any x € R%, the eigenvalues of Qo(x) are in

the interval
{—\/M,UM] when d = 2,
2c 2c

b+ Vb2 —24ac b+ Vb2 — 24ac
or [ — , } when d = 3.
12¢ 6c
If d = 3, we further assume
b2
—. 2.4
ol < 5 (24)

Then, for any t € [0,T] and x € RY, the eigenvalues of Q(t, ) stay in the same interval.

The “usual” energy methods do not seem to yield Proposition 2.2 in dimension d = 3. Instead
we use a Trotter product formula and provide a somewhat atypical proof in section 5.

Notational Convention.

We define A : B < tr(A'B) when A, B are d x d matrices, and let |Q| denote Frobenius norm of
the matrix Q (i.e. |Q| % \/tr(Q'Q) = \/tr(Q2?)). We denote the space of Q-tensors by S@, where

S LM e R M = M, tr(M) = 0},
and define the matrix valued LP space by
L/(Q,8W) £{Q: 2 = 8, |Q| € L"(Q,R)}, when 1 <p < co.

For the sake of simplicity, we let || || (with no subscripts) to denote || - ||12(q). We denote the partial
derivative with respect to x; of the ij component of @, by either Q;; or 0rQ;;. Throughout the
paper, we assume the Einstein summation convention over the repeated indices.

3 Global well-posedness for small initial data

Using standard techniques the gradient flow structure of the equation should provide apriori
estimates for (1.5) for smooth enough solutions. Taking the (matrix) inner product of equation (1.5)
with % — M + p— 1 and integrating yields

2

d o0&
a = [ = AT+ pu—u” :
prd(®] /Q IR
This gives the energy equality
t 5 2
5[@(t)]+/ / So - Mu-aT| deds=€QO) V>0, (3.1)
0 JQ
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The main defect of the energy £[Q)] is that it is unbounded from below as L4 # 0. Thus, unlike
in the usual contexts, it does not provide apriori control over the H' norm of . On the other
hand, if ||@Q||;~ is small enough, then we can absorb the cubic term into the three quadratic terms
and force the elastic part of the energy to be positive. The idea behind our proof is to first prove
preservation of smallness: namely, if ||Q]|;« is small enough initially, then it does not increase with
time. Now coercivity of the quadratic terms, and smallness of the cubic term force the energy £[Q]
to stay positive, from which (3.1) will provide an a priori H! bound for . This will be enough to
prove well-posedness.of (1.5) (or equivalently equation (1.6)).

3.1 Preservation of smallness in L*

The goal of this section is to prove Proposition 2.1 showing that L°° smallness of the initial
data is preserved in time. This in turn implies that the energy is positive definite and will allow us
to obtain apriori estimates on higher norms.

We begin by recalling a few well-known results that come directly from Gagliardo-Nirenberg
inequalities and elliptic PDE theory.

Lemma 3.1. Suppose Q is a smooth, bounded domBain in R2. There exists a positive constant
C1 = C1(R), such that for any f € H*(Q) and g € H2(0), with floq = g, we have

7o) < CULAIE(IATIE +1F1E + g2 ), 1D271 < CLIATI+ 1A + gl g3 ) (32)
Moreover, for any f € H*(Q), we have the interpolation estimate
1951 < Call = (1a71s + 111+ ol 2y ). (33)
Finally, for f € H}(Q), we have the Ladyzhenskaya inequality [12]
11240y < CIV LN (3.4)
Remark 3.1. Further, for f € H2(Q)NH(Q) the terms || f|| and HgHH%(aQ) are not required in (3.2)

and (3.3). This follows elliptic regularity (see for instance [9], Section 6.3.2, Thm. 4 and remark
(7) afterwards).

The proofs of (3.2), follow from interpolation inequalities (see for instance [1, Theorems 5.2,
5.8]) combined with the elliptic regularity [9, Theorem 6.3.2.4]. The estimate (3.3) is a consequence
of Galgliardo-Nirenberg inequality (see for instance [5], p.313) combined with the elliptic regularity
result previously mentioned.

We can now provide the proof of Proposition 2.1:

Proof of Proposition 2.1. Due to the special structure of ) in 2D, we expand () as

| p(z1,22,t)  q(z1, 22, 1)
Q1) = < q(z1,m2,t) —p(z1,22,1) > ’ (8:5)

where p, ¢ are two scalar functions. Inserting (3.5) into (1.6), we obtain the following evolution
equations for p and ¢:

0
8%: = (Ap + L4[(01p)* — (019)* — (02p)* + (92q)* + 201p0a2q + 202p01 4]



+ 2L4(pd101p + 2q0102p — pOadap) — ap — 2¢(p* + ¢*)p, (3.6)

0
873 = CAq + 2L4[01902q — O1pdap + 01pd1q — Dapdaq]

+ 2L4(pd101q + 2qD102q — pd20aq) — aq — 2¢(p® + ¢*)q, (3.7)
p(x,0) = po(x), q(z)=qo(x), p(z,t)|aa =p(x), q(z,t)|oq = q(z). (3.8)

Here, p and ¢ are the corresponding components associated to Q and
def

(=2L1+ La+ L3 > 0. (3.9)

Note that positivity of ¢ is a consequence of assumption (1.4).
Define
def CQ

=—————>0
LN NGIET
Multiplying(3.6) with p, (3.7) with ¢, and adding gives

(3.10)

1 Oh?
28375 = gAiﬂ — C(IVp)* + |Va|?) — La(pd202h* — p0101h* — 2q0105h*) — ah® — 2ch*
+ Lyp[(92p)* — (01p)° — 3(019) + 3(92q)* + 201pdaq + 202p01 4]
+ 2L4q[01pd1q — 301pdap — Dapdag — Dr1qOaq], (3.11)
where
h(w1,29,1) < V/p? + ¢ (3.12)

Multiplying (3.11) by (h? —n;)* and integrating gives
2
4dt/‘ dr

/ V(8 = n)* e = ¢ [ (0 =) (9pf + [VaP)do + L [ ploa(h = m)*Pda

+L4/ 82p82(h —771) (h2—771)+d1‘—L4/p‘81(h —771) ‘de
Q Q

— L4/ 81p61(h2 — 771)+(h2 — 771)+d$ — 2L4/ qaz(hQ — 771)+31(h2 — 771)+d.1'
Q

— 2L4/ alqag(h2 — 771)+(h2 — 771)+dx - / 20h2< + h2> (h 171)+d:1:
Q

2c
+ Ly / p[(c‘?zp)Q — (81[))2 — 3(816])2 + 3(82‘]) + 281p82q + 262]?81(]] (h2 — T]l)er:C
Q
+ 2Ly / [01pO1q — 301p0ap — DapDag — D1q2q| (h* —m)tda
_ /yv de—C/ 2 ) IVl + [VaP)de + I + - + I, (3.13)

Above we used (3.8), (2.1) and integration by parts.
We estimate the terms I; through Iy individually. Using the Schwarz inequality and the fact

Ip| + |q| < v/2p? + 2¢3, we obtain

I + I3 + I5 < | Ly| / (Ip| + gD |V (h? = )T Pdz < \/§|L4\/ h|V(h% —m)t|da. (3.14)
Q Q

8



Also,

I+ I < | L] / VIV (2 — )| (h — ) de

L L 1
< 4'/| V13 VpPde + 24 4'/| C ) IV - )t Pde
L
<! 4‘/ )| Vpl2da + 24 4'/hyv m)+2de. (3.15)
Similarly,
|L4]/ —171 |Vq|2dx+|L4|/h|V 1)+|2d:v. (3.16)

Furthermore, assumption (2.2) implies

17\/92ch (26 h,)(h m)tdz <0 (3.17)

Finally, using the Cauchy-Schwarz inequality and |p| + |¢| < \/m again, we get
Ig + Iy < 4V2|Ly| /Q h(|Vp]* +|Vq|*)(h* — m) Tda. (3.18)
Combining the above we get
4dt/ (A% =m)* P da
< ;/Q [(3 +2V2)|Ly|h — g} IV(h? —m)"|Pdz
s [ [0+ VR L= ] (VP +[VaP)02 -~ m)tde. (319

Note that 3+2v2 < 1+ 4\@, hence if we assume at initial time

V2
|Qol = \/2(p§ + ¢3) = V2ho < RN (3.20)

then it follows from (3.19) that
/ |(h* —m1)T|?de <0, Vte (0,T),

which concludes the proof. O

Remark 3.2. For Ly = 0 the previous result is to be expected, as the energy is just the usual
Dirichlet type energy, up to a null-Lagrangian (see (C.4) in the Appendix). The unexpected aspect
captured by the Lemma is that the coercive part of the energy manages through the gradient type
evolution control the size of the badly behaved cubic term that is present for L4 # 0.



3.2 Apriori Estimates for Higher Norms.

For small data, Proposition 2.1 shows that the L smallness is preserved. Consequently, this
will imply coercivity of the second order terms and positivity of the energy £. The main result of
this section uses this and the dissipative energy law (3.1) to apriori control higher order norms of

Q.

Proposition 3.1. For Q C R? smooth and bounded, there exists an 1y > 0 depending on L;,i =
1,2,3,4 and Q) so that if:

Qo € HH(Q)NL®(Q), Q € H2(9Q),
1Qoll o) < V/2m2,  and |;C| < 72, (3.21)
then under the coercivity condition (1.4) and structural assumptions (1.3), for any T > 0, and any
smooth solution Q of (1.6)—(1.7) we have
1@l e o) S € and |Qll201m2()) < €
for some constant C' depending on T, 12, ||Qoll ;1 and HQ||H3/2(8Q)'

Proof. As mentioned earlier, the assumption (1.4) guarantees coercivity of the linear terms in 2D
and quantitatively gives

(L1|VQ|* + L20; Q0 Qi; + L30;Qij0kQur) (z) = v|VQ[*(2), (3.22)

where
v < min{L; + Lo, L1 + L3} > 0.

For continuity we prove this in Lemma C.1 in Appendix C below, and refer the reader to [8,13] for
the three dimensional analog.
Now define

def CQ d V2 <—2
= an = —ming —5, ——5—5, , 3.23
TN = %0 {8L§ 144L3C7 ’71} (3:23)

where (] is the constant appearing in Lemma 3.1.
To begin with, we infer from the basic energy law (3.1), Lemma C.1, and Proposition 2.1 that
there exists 77 = v — 2|L4|/2n2 > 0, such that

E(Qo) = E(Q() = /QV\VQIQ + L1Qur0iQij0rQij + %tr(Q2) + Etfz(Q2) dx
a2
> AllVQ@I* - 119
Hence Q € L>(0,T; H'(£2)). Furthermore, it follows from the basic energy law (3.1) and equation

(1.6) that
Q: € L*(0,T; L*(2)).

By Lemma 3.1, Proposition 2.1 and Cauchy-Schwarz inequality, we deduce from (3.6) and (3.7)
that

¢llap)ll
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<lpell + | Lall|(01p)? — (819)* — (82p)* + (92q) + 201pD2q + 200p0r 4|
+ 2|L4|||p0101p + 2q0192p — pdadapl| + |lap + 2¢(p* + ¢*)p||
<lpell + 2| Lal[[(01p)* + (92p)* + (910)* + (820)?|| + 2| Lalllp|| oo () |01 01p|
+ 4| Lal|q|| Lo () 10102p|| + 2| Lal||p[| Lo () |0202p]| + C
<llpell + 2| L4|Ch [HpHLw(HAPH + [Ipll + HﬁHHg(aQ)) + llgllze (|1 Aqll + [lall + HqHH%(BQ))}
+ 8| La|C1]h] = (1 AP + [l + ||15HH%(89)) +C
<[lpell + | La|Cr[| )l L= (10]| Apl| + 2]|Aq]]) + C. (3.24)

Here C' depends on Q, Qo, Q, and the coefficients of the system. Analogously, we know
CIAGOI < llgell + [Lal CullAl| 2 (10] Agl| + 2] Apl]) + C- (3.25)

After summing up, we get
C(IAp@)I + [Aq()I]) < 1Qell + 12 La|Cr | hll = (| Agll + [ Ap]) + C, (3.26)

which yields the bound of [|AQ]| in L*(0,T), due to the choice of 2 and the fact ||hl 1o 7.0) <

NG 0

Remark 3.3. The factor % in (3.23) is not used the proof above. However, it will be necessary in
the proof of Theorem 2.1, part (i), as described in discussion before (3.46).

3.3 Weak Solutions

The purpose of this section is to show that the apriori estimates previously established are
enough to show global existence and uniqueness of weak solutions for small initial data. While this
is usually standard, the nonlinearity appearing in the higher order terms makes things complicated
in our situation. Specifically, we crucially need [|Q||;« to be small in order to obtain coercivity of
the second order terms. Thus any approximating scheme devised to prove the existence of weak
solutions must preserve L°° smallness of the initial data. Since @ is a 2 X 2 matrix we don’t have
the luxury of a maximum principle that apriori preserves ||Q||;~, and the approximating scheme
must be constructed carefully. We carry out this construction below.

We begin by recalling the definition of weak solutions in our context.

Definition 3.1. For any T" € (0, +00), a function @ satisfying
Qe L®(0,T; H'NL®)NL*(0,T; H?), 8,Q € L*(0,T;L?), and Qe S?, ae. in Qx(0,7T),

is called a weak solution of the problem (3.6)-(3.7), if it satisfies the initial and boundary condi-
tions (3.8), and we have

-~ / Q : 8,Rdx dt
Qx[0,T]

=— 2L1/ OrQ : Oy Rdx dt — / [aQ + ctr(QQ)]Q : Rdx dt
Qx1[0,7T] Qx[0,7]

—2(La + L3) /

8ink8jRij dx dt + (LQ + Lg) / 8lek81Rii dx dt
Qx1[0,7]

Qx[0,7]
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- 2L4/ QikOkQijO R dx dt — L4/ 0;Qr10jQuiR;j dx dt
Qx[0,T] Qx[0,7]

L
+ = \VQ|2Riidxdt/QU:R(0) da.
2 Jaxo,r] Q

Here R € C°([0,T) x Q, M?*2(R)) is arbitrary.

Remark 3.4. The notion of weak solution above is similar to the one considered in [20, Definition 3.2,
Remark 4] for a related system. The main difference in our situation is the regularity requirement
on R. The more standard requirement would be that R € H&(Q), however, because of the presence
of the cubic term we need a stronger assumption. A similar situation occurs is [7], where test
functions are taken in a smaller space than H{ () because of the presence of similar terms. For
simplicity we take here only smooth functions although a larger class of test function should still
work for obtaining existence of solutions.

Proof of Theorem 2.1, part (i). For simplicity we only consider the homogeneous boundary prob-
lem. The analysis of the corresponding inhomogeneous boundary condition is similar but involves
many lengthy computations which obscure the heart of the matter. We start by augmenting (3.6)-
(3.7), (1.6) with a singular potential. Explicitly, consider the system

0 0
8%) =(Ap - 661{(19, q) + La[(01p)* — (819)* — (92p)* + (029)* + 201pdag + 202pD1 ]
+ 2L4(p0101p + 2q019ap — pD202p) — ap — 2¢(p* + ¢*)p, (3.27)
0 0
87(5 = (Aq — 685(29’ q) + 2L4[01902q — O1pdap + O1pdr1q — D2pDaq|
+ 2L4(p0101q + 2901029 — pd202q) — aq — 2¢(p* + ¢°)q, (3.28)
with initial data
p(z,0) = pj(=), q(z) = q5(x), Vre (3.29)
and boundary conditions
p(x,t) =0, q(z,t) =0, Ve . (3.30)

Here p§, g5 € C™°(Q) N HY(?) are such that
py—po and ¢ —qo in H'(Q)NLX(Q),
and f(p,q) is the singular potential®

—In(dn —p? — %) i p*+¢* <4np
f(p,q) = ( ) o
00 if p* + q* = 4no.

(where 7y is as defined in (3.23)). The advantage of this approximating system is that it has a
singular potential term in its energy:

&[p,q] dzef/QC(IVp|2+!VQI2) +ef(p,q) dﬂc+2L4/Qp(|81p|2 |02p]?) da

3 Let us note that this choice of the singular potential ensures that the system thus obtained satisfies the symmetry
and tracelesness constraints. The partial derivatives will only make sense for solutions of finite energy, hence such
that p? 4+ ¢®> < 412 a.e. so that we are in the effective domain of the convex potential f

12



AL, / 2(D1pOap + D1qdaq) da + / a0+ )+ c® + ) de. (3.31)
Q Q

Hence finite energy will imply p? + ¢ < 412 almost everywhere. We will then prove an additional
preservation of smallness principle for the approximate system (3.27)-(3.30). Namely, we will show
the stronger L bound p? 4 ¢> < 72 almost everywhere in time and space, provided this is true
initially, at ¢ = 0. Thus we will be able to conclude that the terms coming from the singular
potential become uniformly small and disappear in the limit € — 0.

In order to obtain the existence of the approximate system (3.27)-(3.30), we regularize the
singular potential f and construct an approximating sequence using the Galerkin method. To
regularize the singular potential we use an approximating sequence of functions fy : R? — R that
satisfy the following properties:

1. fx:R? = Ris C* and convex,

2. There exists a constant o« € R such that

—a? < fn(p,q),¥p,q € R and YN > 1, (3.32)

3. fv < fng1 < fonR?forall N €N,

4. fy — fin C*(D(f)) as N — oo (where D(f) is the domain of f, namely D(f) := {(p,q) €
R p? + % < 4np}).

A similar construction was carried out in [22] using Moreau-Yosida approximation and a suitable
smoothing, and we refer the reader to [22] for the details.

For the Galerkin approximation, let {¢1,..., @, ...} be an orthonormal basis of L?(£2) consist-
ing of eigenvectors of the Laplacian (with zero Dirichlet boundary conditions). Let Py, : L? — H,,

where H,, & span{p1,...,om}. Consider the finite dimensional system
Opm 0
% :CApm - Epm{é]zv(pma Qm)} + L4Pm{(81pm)2 - (81(]m)2 - (aQPm)2}
+ Ly P { (020m)* + 201 pmO2am + 202pmO1Gm }
+ 2L4Pm {pmalalpm + 2Qm8182pm - pmaQaQPm — apPpm — 2c(p?n + qgn)pm} (333)
Oqm 0
% :CAQm - €Pm{éfév(pmv Qm)} + 2L4Pm{aIQmBQQm - alpmaﬂ?m}
+ 2L4Pm{81pm81Qm - 82pm82Qm}
+ 2L4 P { pm0101m + 24m01024m — PmO202Gm — am — 2¢(Pi, + @) G § (3.34)

with initial conditions
pm(2,0) = (Pmpg) (@),  q(z) = (Pmgp)(z), Yz €Q (3.35)

The above system depends on three parameters: €, m and N. For simplicity we drop the explicit
dependence on € and N from the notation, and only keep the subscript m in the solutions p,, gm.
We will first send N — oo and then m — oo to obtain solutions to the approximate continuous
system (3.27)—(3.28). Finally we will pass to the limit ¢ — 0. We divide the remainder of the proof
into three steps.
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Step 1: Sending N — oco. We look for solutions of the form

m

p(t,2) E Y a, (B)ei(z),  am(t:z) =Y b (t)ilz)
=1

i=1

The existence of solutions for short time is a consequence of the standard Cauchy-Peano local
existence theory for systems of ordinary differential equations. The bounds (3.39) obtained below
will suffice for showing that the existence of the system holds for arbitrary intervals of time.

Note that for ¢ > 0 small enough we have (p§)? + (¢5)% < 272 almost everywhere. Since for
m — oo we have Pp,p§ — pf in H?> < L™ we can arrange

1Pl Zoe + 1 Pmdfll7ee < 2n2, (3.36)

for m = m(e) large enough, and ¢ sufficiently small.
Multiplying equation (3.33) by d;pm, and equation (3.34) by 0.¢m, adding and integrating over
Q gives

Epm(t), qm(t)] + E/QfN(pman) dx + |0epm | 20,7y x) + 19t@mll L2 0,7y x )

< Epm(0),am(0)]. (3.37)

Here E[v, w] & £%[v, w]—¢ Jo [n (v, w) dz with £° as defined in (3.31). To obtain (3.37) we integrated
by parts and used the fact that P,, is a self-adjoint operator on L?.

We now focus on understanding what a priori bounds are provided by (3.37). We claim that

the finite dimensionality of H,, allows us to find a large enough constant C'(m), which depends on
m but not on N or &, such that

| 51920 +190(0F) do < Elpn(t), 40 (0)] + Clm). (3.39)
To see this, observe that there exists a constant C (m) depending only on m and €2, such that
/Q 2Ly [pm(!&pm\Q — |02Pm*) + 20 (01pmOopm + 81QmaQQm)} dzx
+ / a(ph, + @) + c(pr, + 43y)* d
Q
P 4 4
< C/ 3 Lah + @) + S Lal Vol + S Lo Vam* + alp, + a) + com + an,)” do
Q

< C/ La(py, + @) + a(pp, + az) + c(pl, + ¢2)? do + LsC(m) / (P2, + ¢2,) da.
Q Q

5
(where for the first inequality we used Young’s inequality ab < % + %T? and for the second the
finite dimensionality of H,,). This immediately implies (3.38) as claimed.

For the rest of this Step, for the sake of clarity we will specify the hidden dependence on NV,
namely denote p% o P, qfx S Qm.-

Thus using (3.32), adding C(m) 4+ £a?|€] to both sides of (3.37) and taking into account (3.38),

we have the apriori bounds
N N
||pm||Loo(07T;H1) <, ||atpm||L2(0,T;L2) <G,
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N N
qu||Loo(07T;H1) <, ”815(]m||L2(0,T;L2) <G,

where the constant C' is independent of N but depending on m. Further, since pl¥,¢Y € H,, and
H,, is a finite dimensional space with a C* basis the above implies

N N N N
sup [Pm | oo 0,751y + 1@ | oo 0,75y + 10ePm | 20,75 %) + 102 | 20,751y < 00 Yk € N. (3.39)
The above estimates show that as N — oo, the limit of pY and ¢/} exist (along a subsequence)

and in suitable spaces, to be denoted p,,, respectively q,,,. Further, using the above apriori estimates
n (3.37) we obtain

/fN pqum <C>

where the constant C' is independent of N. In particular, using the monotonicity of fy(-,-) with
respect to N, we have that for any Ny > 1 we have:

/fNo pm7qm <07VN>NO
hence using the pointwise convergence of pY, ¢V respectively to p, ¢gm we get:

8/ fNo(pvam)d$<C7
Q

Since Ny we chosen arbitrarily the monotone convergence theorem now implies

8/ f(pm’ Qm) dr < C, (340)
Q

in the limit N — oo, along a subsequence. Thus, as N — oo along a subsequence, we obtain a
solution to (3.33)—(3.34) with fy replaced by f. Further (3.40) shows that for all ¢ > 0 the limiting
functions p,, and ¢,, are in the effective domain of the convex potential f.

Step 2: Sending m — oco. Since (3.40) implies p2, + g2, < 41 for all m € N, almost everywhere
in (0,7) x Q, the same argument as in Proposition 3.1 now shows

2
20 [ 1Vpn(e,0F +[Van(e,0)Pde = L 10] < Epn(®).an(d), >0, meN.
Q

Using (3.37) (with fxn replaced by f) shows the existence of a constant C(e) such that

T
/ / (18P ? + 01 ?) e dt < C(e). (3.41)
0 Q

Since we work on a domain where f is finite almost everywhere, equations (3.33) and (3.34) (with
fn replaced by f) show

) A P b  dod
moeshm m t
/0 /Q(C m e {4n2—(p3n+q2n)}+g > .
T A P Y ) dedi < 3.49
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The quantities G,, and H,, above are defined by

def apm 2pm
T {4772 — (P2, + q2) (3.43)
def 8Qm 2qm
and Hom = wr — CAgm + P, {4772 02 ) } . (3.44)

Expanding the L.H.S. of (3.41), we have
T T
>/ / (1CAPml® + [CAG[?) dxdt+/ / (1Guml? + [Hon?) da dt
0o Jo 0o Jo
T 2Gm,
+ + |€Pm
/0 /Q {4n2—(p?n+QEn)}
T 2pm 2qm
— 2Ce APy P + 2CeAGy Pm dx dt
/0 /Q ceap {4n2—(p%+Q%)} CEAq {4n2—(p%+q%)}

r 2p 2q
/0 /Q : {4n2—(p%n+q%1)} © m{4n2—(p?n+q%)} !
T
n / [ 280G+ o) dd
Q
def

=1L+ -+ 1. (3.45)

2
dxdt

gpm{ 4ny — ?ﬁ% +q2) }

Clearly I, Is and I3 are positive. For 14, we integrate by parts to obtain

T 2pm 2qm
I, =4 A/ v V-V dz dt
* CE/ / P 4?72—(17%,,+Q%1)}+ 4 {4n2—(p?n+Q3n)} !

4772 — (P2, + 42)
+ 4(6/ / Pl Voml* + 6 Vaml* = 07 Vam|* = 62| Voml* + 4pm@m VomVam
dng — (p2, + ¢2,)
> 4(e /T/ QP%’va‘Q + QQ?n‘va‘Q 4+ 4P @m VomVam
dne — (p2, + 42,)

dx dt

dx dt

= 0.

Here we used the fact that p2, + ¢2, < 412 a.e. in (0,T) x Q.
By Young’s inequality we see

1
Is+ 1 > —5(11 + I3) — 1615.

Consequently
1
C(E) > 5(]1 + 13) — 1515.

We claim that due to our choice of 77, the 15/5 term can be hidden in I; /2. Indeed, using (3.33),
(3.34), (3.43) and (3.44) we see that G,,, and H,, are respectively all the terms in (3.33) and (3.34)
that have L as a coefficient. Of these, the second order terms are all multiplied by p,, or g, both
are which are uniformly bounded by 7. The first order terms can be handled by interpolation.
Consequently when 7, is sufficiently small we can arrange |15/2| < I;/4 (see also Remark 3.3).
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The above shows -
/ / 50| Apm |2 + Go| Mg |2 da dt < C(e), (3.46)
0 Q

for some small constant dg > 0 independent of m. This allows us to pass to the limit m — oo
and obtain weak solutions of (3.27),(3.28). Moreover, these solutions are such that the limits p®, ¢°
belong to L>(0,T; H' N L>) N L?(0,T; H?). Since H' < L% we now have p®,¢° € L*(0,T; W3).
Consequently using the definition of weak solutions we see that (3.27),(3.28) hold pointwise with
all the terms interpreted as elements of L2(0,T; L3/?).

Step 3: Sending ¢ — 0. We recall that for clarity of presentation we have suppressed the
e superscript, and p, ¢ are solutions of the € dependent system (3.27)—(3.28). Since all terms in
the equation (3.27),(3.28) are L?(0,T; L3/?) we can use the same argument we used in the proof
of Proposition 2.1. Namely letting h? = p? + ¢2, multiplying (3.27) by p(h? — n2)T, (3.28) by
q(h? —n2)™, adding and integrating over  leads to the analogue of (3.19):

300 [ 102 =m0 < 5 [ [(3+2vD)Ialh = ¢] 1V (1 = )t Pda

s [ [ avDILan = ] (0 + Va0 — )

2h2(h2 — 772)+
+ / —e————— 5~ dz. 3.47
o Am— P+ (347)
Recall that we chose the initial data such that for the £ > 0 small enough we have
2 ¢
RO, Moo <2 <My = —> .
IOl <12 < = s

Inequality (3.47) shows that
Ol (A(8)* = m2)*II7e <O provided  [JA(t)[|7 < 1.

This immediately shows that if [|(h(t)? — 72)* |32 = 0 at time 0, it must remain 0 for all ¢ > 0.
Consequently p? + ¢? < n for all ¢ > 0.

This immediately shows that |pd, f(p, )| < C(1n2), and the extra e-terms appearing in (3.27)-
(3.27) converge to 0 uniformly as ¢ — 0. Following the proof of Proposition 3.1 this will now
give (3.24) with additional ¢ terms that are uniformly converging to 0. This gives uniform in e
estimates for p,q in L?(0,T; H?) and for 0;p,0;q in L*(0,T; L?), which is enough to pass to the
limit € — 0. ]

Lemma 3.2. Suppose

Qi = ( bi G > € L>®(0,00; H(Q)) QL?OC(O,OO;H2(Q)) (i=1,2)

qi Pi
are two global weak solutions to the problem (3.6)-(3.8) on (0,T), which satisfy
1Qill Lo ((0,00)x02) < V/2m2 (i = 1,2),

with n2 as in Theorem 2.1.
Then for any t € (0,T), we have

1(Q1 — Q2) (1) < Ce“"|Qo1 — Qozll, (3.48)

where C' > 0 is a constant that depends on 2, Qo; (1 = 1,2), Q and the coefficients of the system,
but not t.
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Proof. Let p=p1 —p2, ¢ = q1 — q2. We see

Pr = CAP — ap — 2¢(pi + pip2 + p3 + a1)P — 2cpa(q1 + 42)q
+ Ly [01901 (p1 + p2) — 01301 (1 + q2) — D2pda(p1 + p2)]
+ L4[02q02(q1 + q2) + 201p02q1 + 2012027 + 201q102D + 202p2017]
+ 2L4 (p0101p1 + p20101p + 2301021 + 2q20102p — PO2Oap1 — p20202D), (3.49)
and
@ = CAG— ag — 2¢(q; + q1g2 + 43 + P3)q — 2¢q1(p1 + p2)P
+ 2L4[01G02q1 + 01q202q — 01pOap1 — O1p20ap]
+ 2L4[01901q1 + 01p201q — D2pOaqr — D2p2024]
+ 2Ly (p0101q1 + p201017 + 2q0102q1 + 24201027 — PO202q1 — P202027) (3.50)
p(0,2) =q(0,x) =0, Yz € Q, Dlaa = qlaa = 0. (3.51)

Multiplying equation (3.49) with p, equation (3.50) with g, integrating over Q and using the
boundary condition (3.51) gives

1d,, _ B B B

5@(”?”2 +lal?) + ¢IIvall® +¢lIval®

= L4/ [01901(p1 + p2) — 01301 (q1 + g2) — B2p02(p1 + p2) + 02302(q1 + g2)
+ 201902q1 + 201p202q + 201¢102p + 202p201G| p da

- / ap” + 2¢(pt + pip2 + ps + ¢))P” + 2ep2[ (1 + 02)q| pdw
+2L4 / (pO1O1p1 + P20101D + 2q0102p1 + 2q20102p — PO2Dap1 — P20202P) P d:

+2L4 / [01302q1 + 012020 — O1pDap1 — D1p20ap + 01PO1q1 + D1p201G
— DapOaq1 — Dap202q| G da

- / ag® + 2¢(qi + q1q2 + @5 + p3)@ + 2cq1[(p1 + p2)p] G dx

+2L4 /(153131(11 + p20191q + 24010241 + 2q20102q — PO202q1 — P202027) q d
=D+ -+ (3.52)

Note that P1,P2,491,92,P,q € LOO(OvoOaHl(Q)> N L2

2 (0,00, H2(2)) N LOO((O,OO) X Q), hence we
know by Lemma 3.1 that

L+1y
<C([1pllza) + lall Lay) (IVEI+ IVaEl) (IVQ1ll i) + IV Q2llLa(a))
1 1 1 1 L L 3 3
<O(1AQ]12[[VQ1l2 + [[VQ1ll + [AQ:12[[VQ2 |2 + IVQ2l) (IB]12 + 117l 2) (VA2 + [Vl 2)
<

(Ival* + IVal®) + C(1AQuI* + 1AQz1%) (IIpl* + llll)., (3.53)

O

I+ Is < C(pl* + llall®).- (3.54)
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For I3, integrating by parts gives
Iy = —2L4{2 /]531]331291 dx + /311921351]5 dz + /p2(0115)2 dr +2 /1731@321?1 dx
2/(13110321?1 dz + 2/P31Q232pd$ + 2/¢]251p52pd$
-2 / pO2pdapy dx — / Oap2pdap d: — / p2(02p)? dx}

= 3o+ + I3;.

Among all these I3,, -, I3;, we may estimate separately. First, by the assumption

[Q1llzoe(0,00)x0) < V212, [|Q2]lLoc((0,00)x02) < V272,

we see
I3c+134 + I35
= 2L4{ /pg(alﬁ)2d$+ 2/(]261]382]361.%’ — /pz(agﬁ)z dl’}

< 21Lal{ Ip2ll o 0 19121 + Nl L oe ) (10151 + 1925112) + Ipal e 192012}

< 2|Lal||ha|| oo ) { 101217 + 1012117 + [|020]1> + [|02]1* }
< |L4|Hh2||L°° hvals
2
1+4 Vil
< = vl
3 H Pl

Here hy = \/p3 + g5 is defined in the same way as (3.12), and we know from (3.23) and Proposition
3.1 that [|h]| L) < /M2 < TV’ Next, similar to the estimates for I; and I, we have

I3, + Iy + I3q + 3¢ + I3p + I3, + I3
Clios _ _ _
<§(\|Vpll2 +Val?) + C(IAQu 1 + [AQ2 (I + 1) (111> + llall*)-
Therefore,
Cro- Cios _ _
< gHVzOII2 + §\|VQI!2 + O([1AQu 1 + [|AQ2[* + 1) (IIol* + lll®)-
We control Ig in a manner similar to I5:
- 7Chro- _ _
Is < §||V10||2 + §||Vq||2 + O([1AQu 1> + [|AQ2l* + 1) (I1* + lll®)-

Combining our estimates we have

1d

5 7 P17+ 11al*) < CUIAQ* + 1AQ2[* + 1) (Ipl* + llal*), vt > o0.

(3.55)

(3.56)

(3.57)

Here C' is a positive constant that depends on Qg, Q, and the coefficients of the system. Using

Proposition 3.1 and (3.1), then a direct application of Gronwall’s inequality leads to (3.48)
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4 Blow up for large initial data

In this section we aim to prove Theorem 2.2 by constructing (large enough) initial data for
which the solution of (1.6) exhibits a finite time blow-up of the L? norm. For this purpose we use
a hedgehog type ansatz
CL',L'CL'j 51']'

- —],t,7=1,2 4.1
)=t (4.1)

Qij(t,I) == G(t, ‘CL’|)SZ], where S’L’j == (

on the spherical domain Bg, (0) \ Bg,(0). Using rotational symmetry of the ansatz and domain,
we reduce the evolution of () to a scalar one dimensional scalar PDE for 6. For this it suffices to
only take boundary conditions for #. It turns out that boundary conditions of the form

Q(t, Ro) = G(t,Rl) >0, Vt>D0. (4.2)

are enough for our purposes. The main result of this section shows that any solution to (1.6) of the
form (4.1) with boundary conditions (4.2) and large enough initial data blows up in finite time.
We begin with an evolution equation for 6.

Lemma 4.1. Let Q be of the form (4.1). Then Q is a smooth solution of (1.6) if and only if 0 is
a smooth solution of

2 / 2 / 4 3
8t0:L4<(6> +99+99”+692>+a9”+0‘9—Of—ae—ca, (4.3)
2 T r T 2
where
a2 2L+ (Ly+ L3) > 0,. (4.4)

Remark 4.1. By the coercivity condition (1.4) we know « > 0.
Postponing the proof of Lemma 4.1 to Appendix D, we prove Theorem 2.2.

Proof of Theorem 2.2. Let 6 = —min{#,0}. Multiplying equation (4.3) by —f_r, integrating over
[Ro, R1] and integrating by parts gives

1d [

= 02 dr
2dt Jp,
Bir(0)%- 66 B B
=—L4 ir +6020_ + —|dr— L4 020" rdr — o (0" )2rdr
2
Ro r RO RO

Ry Ry Ry 02 Ry c
—a/ H'H_dr—i—a/ G’H_dr—4a/ _dr—/ (a@%—f——@f)rdr
Ro Ro Ry T Ry 2

R1 9/ 297 603 R1
- L [( S Y ——} dr + Ly [9%0L + 2(9’,)29_74} dr
Ro 2 T Ro

Rl R1 92 R1 c
—a/ (Hl_)zrdr—éla/ _dr—/ (a93+704_:>rdr
Ro Ry T Ro 2

3L R1 R1 03 Rl Rl 92
=2 (0" )20_rdr — 6L4/ —dr — a/ (0" )2rdr — 4a/ —dr
2 Ro Ry T Ro Ry T

— /R1 (a92_ + %94_>rdr. (4.5)

Ry
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Next multiplying (4.3) by —0;0_r and integrating over [Ry, R1], and integrating by parts wherever

necessary gives

Ry
0 < / (8,59_8,59_)?” dr

Ro
Ry oy 2 0 0 692 Ry
=1y 0:0_ [( ) + — 4+ ——|rdr+ L4 00" 6_60" rdr
2
R() r RU
R1 Ry Ry
+ Ly 00— (0" )*rdr + Ly 00_0_0"_dr — 0 0 rdr
Ry Ry Ry
B B d [T g2 d (7 a0%  c6*
— 0 — 20— —dr — — T
of. 86_0" dr + o N 8,0_0" dr cql A ( =+ 3 )rdr

a[(el)2+262} — (593 + g@f) } rdr.

d [ (62)> 202
B dt/RO {L49[ 2 2 ] 2 72

Hence if we denote by

F) d:ef/RRl {L49_[(0’;)2 ij}_a[(9;)2+2:§}_(;92+;04>}rdr, (4.6)

we have F(t)>F(0) and

9 /R ]:1(6?/_)2rdr > 4F(0)— / " (2L46— [(07)? —

Ry

Ry
2 | S
+ / (2a9_ + 29_>7~d7~ (4.7)

Ro

462 a2
2 } B 72

" )rdr

We divide the argument into two cases: Ly < 0 and Ly > 0. Suppose first Ly < 0. Then (4.4)
shows that —a g)l(e’_)Qr dr > —2« le 0" )%r dr. Using (4.7) in (4.5), we obtain:

1d

2
q 9 rdr
L Ry Ry 63 R1 92 Ry
> 34/ (9/_)20_7“d7“—6L4/ _dr—4a/ _dr—/ <a92_—|—26’4_)7‘dr
2 Ro Ro T Ro T Ro 2
R 40% . 8ab? R c
_ / 2 Y4
+4F(0) /R 0 (2L49_ (027 - =] - = )Tdr + /R 0 (mef + 29,)rdr,
which becomes:
Sq 0 rdr
L4 Rl R1 03 R1 02 Rl
2—/ (9’)20_7"d7"+2L4/ _dr+4a/ —dr+4F(0)+a 62 r dr
2 Ro Ro r Ro r Ro
Ly B 2L4 i
> —Ro/ @20 ar+ 22 [0 ar 1 ar ) —jal [ 62rar (4.8)
2 Ry Ry Ry Ry
Using Poincaré’s inequality, we get
Ry 4 Ry 2 472 Ry
/ (0)0_dr > / (O3] ar > L ei dr.
Ro 9 JR, 9(R1 — Ro)?



Therefore, if we choose Ry, Ry so that

R2r?
—>1 4.
R —Ro)? (4.9)
the inequality (4.8) reduces to
1d [
- 0% r dr
2dt Jg,
L4 4R07T2 4 B 3 ! 9
Z -l 53 o 02 dr — |a 6= rdr +4F(0
5 st =7~ ) I (0)
Ry % Ry
> Mo(/ 0 r dr) —|al 0% r dr + 4F(0). (4.10)
Ro R0
Here )
e 4L4R0 T 1
My < — - — |
T J/RI-R! [9(31 — Ry)? Rg}

Consequently, if one assumes [ 1{2{; ' 92_rdr is suitably large, then (4.10) will force || II;O ' 02 rdr —
oo in finite time, concluding the proof when L4 < 0. The above argument with 6_ replaced by 6.
will handle the case when L4 > 0. ]

Remark 4.2. Our technique does not seem to have a straightforward extension to domains which
are not radially symmetric. In such domains, we do not know if a similar phenomenon occurs for
large enough initial data.

5 The physicality preservation argument

Our aim in this section is to prove Proposition 2.2, showing that certain eigenvalue constraints
(the so-called physically constraints) are preserved by the evolution equation (1.6). This issue is
more subtle than the preservation of the L°° norm.

Proof of Proposition 2.2. Under the assumption Ly = Ls = Ly = 0 and in d = 2,3 system (1.6)
becomes

0Q;; tr(Q?
atlj =201AQ45 — aQij + b<Qikaj - (d)5ij) — ctr(Q%)Qy, (5.1)
with i,7 = 1,...,d. The proofwill be done by using a nonlinear Trotter product formula (see for

instance Ch. 15, Section 5 in [21]). To briefly describe the idea, let us denote by e?£12 f the
solution of the heat equation in the whole space, starting from initial data R (where R is assumed
to take values into the space of d x d matrices):

|z —y|?

e 8 Rii(y)dy, i,j=1,...,d, (5.2)

1
2tI1 A —
(e R)ij (t,z) (47t) /2 /Rd

and by S(t,S) € S@ the flow generated by the ODE part of (5.1) i.e. S(t,S) satisfies:

_ r 2
{ 2.8,:(t,8) = —aSi; + b(Sz‘kSkj - %%) - ctr(5?)8y (5.3)
(0,

S(0,8); =S

with i, =1,...,d.
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Then the Trotter formula provides a way of expressing the solution of (5.1) as a limit of succes-
sive superpositions of solutions of the heat equation part and the ODE part, namely by denoting
Q(t, x) the solution of (5.1) starting from initial data Qo(x) we have, loosely speaking:

Q(tax) = lim (eQTLl/nAS(T/n7 ))n Qo, vt e [OvT]

n—oo

Let us note now that a set of the form

{Q e R™.Q = Q%8 < Ni(Q) <, for all cigenvalues Ai(Q) of Q}

is convex (as the largest eigenvalue is a convex function of the matrix, while the smallest eigenvalue
is a concave function, see for instance [6]).

It is then clear that if we manage to show that both e*£12 and S (t,-) preserve the closed convex
hull of the range of the initial data then this will also hold for the limit Q(¢,x). The arguments
consist of three steps:

Step 1: The convex hull preservation under the heat flow.

Denote ) 5
yl ly|

W
®,(y) (47rt)d/2(an(0) e B dy) Tl S for [y| <
0 for |y| > n.

For any f € L'(R?%), we obtain that

e D) dy = A ), (54)

pointwise as n — oo.

Now, let us observe that the measures p,(y) = ®,(y) dy belong to the set M_1(B,(0)) of regular
Borel probability measures supported on B, (0). The extremal set of the convex set M_(B,(0))
consists of delta measures 0, with x € B, (0) (where §,(F) = 1 if and only if x € E for any Borel
set £ C By,(0); see for instance [19], Ex. 8.16, p. 129). On the other hand, by Krein-Milman
theorem (see also Ch. 8 in [19]), we know that u, can be written as a limit of convex combinations

of extremals in the weak-star topology of M4(B,(0)) interpreted as a subset of the dual space
[C(B,(0))], ie.

J(k)
Zefaxk X, as k— oo,
=1
with the convexity condition
J(k)
k _
07 =1,
j=1

where 19;? > 0,V1 < j < J(k), k € N. Therefore, for any = € R? and n large enough so that |z| < n,

it holds
J

(k)
i S 057k —0) = [ o~ y)dunly) dy
J=1 Re

k—o0 —

After passing to the limit 7 — oo, we henceforth get (€212 f)(x) is in the convex hull of the image
of the initial data f.
Step 2: The physicality preservation under the ODE.

We divide the argument into two cases.
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The 2D case: We consider the ODE:

d,_ Ofs 1 _(0fs
5= 50 3 (5 ) 9

for () denoting 2 x 2 matrices, where we use the standard bulk term:

b
I5(Q) = 5 (@) - 5 (@) + | (@), (5.6)
Taking into account the specific form (5.12) of fp, the equation (5.11) becomes:
d 1
SQ=—aQ+ b<Q2 = tr(QZ)H> — Qtr(Q?). (5.7)

Multiplying the equation scalarly by @ (where we recall that (A, B) = tr(AB) and |A| = /tr(A2)),
and using that tr(Q) = 0 and also the fact specific to 2 x 2 Q-tensors, that tr(Q3) = 0 we obtain:

%IQ!Q = —alQ* — clQl" (58)

Let g(|Q) € —a|QI? — ¢|Q|* = —¢|Q2(|Q? + 2). We consider two possibilities:
Case A: a > 0. Then g(|Q]) < 0, for |Q| # 0. Hence (5.8) implies |Q(t)|*> < |Q(0)|%.
Case B: a < 0. Then
9(1Q)) <0, for |Q> > —% > 0. (5.9)

We claim that

1Q(0)] < —%: Q)] < ,/—%, vt > 0. (5.10)

In order to prove the claim let us assume for contradiction that there exists a € > 0 such that at
some positive time [Q(t)| = y/—% 4 ¢ and let us denote by ¢ the smallest such positive time. Then

equation (5.8) together with (5.9) imply that 4|Q|? < 0 hence there exists an earlier time t_1 < g
so that [Q(t_1)| = \/—% + € contradicting our hypothesis on ¢y and proving the claim (5.10).
The 3D case: We consider the ODE:

d_ ofs 1_[(0fs
i°= 56 5 (50 ) >

where we use the standard bulk term:
b
f5(Q) = 5r(Q%) — 3 (@) + 7 (1r(Q)” (5.12)

Taking into account the specific form (5.12) of fp, the equation (5.11) becomes:

d
%Q = —aQ + b<Q2 — %tr(cf)ﬂ) — cQtr(Q?). (5.13)

Now take the scalar product of this equation with Q. (Recall, scalar product of matrices A, B is
defined by (A, B) £ tr(AB) and |A| = \/tr(A2?).) Using additionally the fact that tr(Q) = 0 gives

C1Q = ~alQl? +bux(Q¥) - il (5.14)

24



We recall that (see for instance [15]) we have |tr(Q?)| < 190 which used in (5.14) (under assump-

SR

tions (1.3)) implies:
d 2 2, b 3 4
— < - — — . 5.15
108 < ~dlQP + -lQ - dal (5.15)
Let us denote h(Q) = —a|Q|? + %|Q!3 — ¢|Q[*. Then the roots of Té%) are \gsi, with
b+ Vb2 —24
gy = JEVO T 2Rac (5.16)
4c
Then
2
h(|Q|) < 0 for |Q| > \/;s+. (5.17)

Taking into account (5.15) we claim that, if we denote by Qg the initial data of the ODE (5.13)

2
|Qol” < *8+ = Q) < 353, VE>0. (5.18)

Indeed, if our claim were false, for any ¢ > 0, let us denote by #o(¢) the first time when |Q|?
reaches the value 2 s 1 +e, le.

1Q(to)|? = gsi +¢, and |Q(t)]* < %si e, Vt<to.

Then (5 17) and (5.15) imply that |Q(1€0)|2 < 0. Hence there exists a time to < to, such that
|Q(to)| > 2s% + &, which contradicts our choice of ty. Thus for |Qo[> < 2s2, the equation (5.13)
has a solutlon that is bounded, and the right hand side of (5.13) is globally Lipschitz on the ball
where the solution evolves. As a consequence, we obtain that for |Q0\2 252, the equation (5.13)
has a unique global solution evolving with the property that |Q(t)|> < 2 1

Let us consider now the system:

dh N2, 2
T = =M [2e0F 4+ 23 + Mido) +a] + b<— - f)\ 3>\1)\2),
22 = = Ma[2000 + X3 4 Aha) +a] + b( 7 - 3)\ - 3/\1/\2) (5.19)

The right hand side of the system is a locally Lipschitz function so the system has a solution locally
in time (in fact with some more work global in time and bounded, using arguments similar to the
ones before for the matrix system).

On the other hand, let us note now that if we take

A0 0
Q=0 X 0 ;
0 0 —AP—2)9

then
A1(t) 0 0
Qt)y=1| 0 Aa(t) 0
0 0 =1 (t) — Aa(t)

Hence if A1 (), A2(t) are solutions of (5.19) with initial data (A?, A9) then Q(¢) is a solution of (5.13)
with initial data Q. On the other hand, by uniqueness of solutions of (5.13), it must be the only
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solution corresponding to the diagonal initial data Q9. Thus we have shown that a diagonal initial
data will generate a diagonal solution.

For an arbitrary, non-diagonal initial data Qo, since Qp is a symmetric matrix, there exists a
matrix R € O(3), such that

: 3 00
RQR' =0 X 0o [,
0 0 —A0—=2)9

where (A9, A9, =X? — X9) are the eigenvalues of Qo. If Q(t) is a solution of (5.13) with initial data
o, then multiplying on the left by the time independent matriz R, and on the right by the time
independent matriz R', using the fact that RR! =1 (as R € O(3)), we obtain the following equation:

%RQ(t)Rt = —aRQ(t)R' + b <RQ(t)RtRQ(t)Rt — ;tr(RQ(t)RtRQ(t)Rt)H>
— cRQ(t)R" tr (RQ(t)R'RQ(t)R"). (5.20)
Hence if we denote by M(t) = RQ(t)R!, we conclude that M satisfies equation (5.13) with initial
data _
RN
RQR' =0 X 0o
0 0 —=AP—2A9

def

My =

Since the initial data is diagonal, we infer by previous arguments that M (¢) is diagonal for all times
and

M) 00
M#=[0 @) 0 :
0 0 =M — ()

with A1 (2), A2(t) solutions of (5.19) with initial data (A9, X). Thus we obtain that

A(t) 0 0
M(t) = RQM)R' = | 0 Ao(t) O :
0 0 =M1 (t) — Aa(t)
hence
A(t) 0 0
Qty=R'[ 0 Aa(t) 0 R.
0 0 =1 (t) — Aa(t)

This shows that we can reduce the study of the system (5.13) with an arbitrary initial data to the
study of the system (5.19).
The bound (5.18) expressed in terms of eigenvalues A1, A2 becomes

2
2[(AD)% + (AD)* + ATAD)] <§s2+, vt > 0. (5.21)

2
Note that % < A2 + u? 4+ \ip, hence the last bound implies

2 2
2[(A2+ 0D+ AD] <S58 = LA < Ssv, V0, (5.22)
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We consider now the difference A\;(t) — A2(), and out of inspection from the system (5.19) we
see that it satisfies an equation of the form:

L0000 = 2a(6)) = (a(t) — M) (1), ),
for some function G. This shows that if A < AJ, then \;(t) < Aa(t),Vt > 0. We assume without
loss of generality that this is indeed the case.

We aim to show now that A\;(0) > —5 implies Ai(t) > —3F for all t > 0. We assume for
contradiction that this is not the case and there exists a first time ¢ afterwhich A;(¢) 4+ % becomes
negative, i.e. Ai(tg) = —% and there exists a § > 0 so that A\(t) < —5F for t € (to,t9 + ). The
right hand side of equation (5.19) evaluated at ty becomes:

28+

(s — )0alto) + 2) alt) — =

). (5.23)

Then equation (5.21) implies A2(to) € -5, 2‘%] If \a(to) € {—%*,287*}, then for all ¢ > 0

we have A\i(t) = —%F, Xao(t) = Xa(to), due to the fact that the pairs (—5, 2%),(—%,—%) are

stationary points of the system (5.19). Thus we assume without loss of generality that \a(tg) €

(=%, 254) and henceforth, taking into account assumption (2.4), we infer that the expression in

373
(5.23) is positive so %(to) > 0, which contradicts our assumption that there exists a 6 > 0 so that

AL(t) < —% for t € (to,to + 9).

Thus we have shown that if —5F < A} < A§ < 2‘%’, then A (t) € -3, QST*] for all ¢ > 0. The
fact that A1(¢) < Ag(t) for all times ensures — %5 < Ap(t) for all times.
Step 3: The Trotter product formula

We use Proposition 5.3 on p.313 in [21]. To this end, we denote

Vn(t) def eSAS(S, ) <e2TL1/nAS(T/n7 ))k Qo,

for t = ]%T +swith 0 <s < % Then Proposition 5.3 ensures that we have:

1Q, ) = Va@®)ll e < C([Qoll )™, (5.24)

for 0 <y <1, and all t € [0,T]. O

Appendices

A Derivation of the gradient flow equation
Our goal in this subsection is to derive (1.6), the equation for the gradient flow of £.
Proposition A.1. The gradient flow defined by (1.5) satisfies (1.6).
Proof. Choosing a test function ¢ € C°(Q, M4*%(R)) and integrating by parts gives
Le@+19)
dt t=0

d d
= — / Fa(Q + to) dx + / Fouie(Q + to) dx
dt Q dt Q
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= /Q 211000k Qij + L2(0;0iOkQij + Orij0;Qir) + L3(0;0ij0kQik + Orir0;Qij)
+ La(o1e0kQi01Qi5 + QuiOkij01Qi; + Qui0rkQijO1piz) da
b
+ /Q aQijpij — g(%kaiji + QirerjQji + QukQrjpji) + ctr(Q*)Qijpij da

= / (—2L1AQ¢5 — 2L20;0kQik — 2L30;0k Qi — 2L40QiOkQui. — 2L40,01.Qi5Qux)
Q
+ L40;Q110j Q1) pij dx + /Q aQijij — bQrQrivij + ctr(Q*)Qijpij dx.
Since ¢ is arbitrary this allows the identification

<§g>w = —2L1AQi; + aQij — bQ ik Qri + ctr(Q*) Qi

—2(La + L3)0;0k Qi — 2L40)Qij0x Qi — 2L4010x Qi Qui + L40; Q1105 Qnt-
Substituting this in (1.5) and choosing p to enforce the symmetry constraint Q;; = Qj; forces
pij — pji = (L2 + L3) (0:0kQjx — 0;0kQik) -

Similarly, choosing A to enforce the trace free constraint @;; = 0 forces
_ b Lio 2
A= =5 (@) = (L2 + L3) 00k Que + - IVQ[™.

Substituting A, ¢ and 6€/0Q in (1.5) immediately gives (1.6). O

B The reduction of the Landau-de Gennes to Oseen-Frank in 2D

Our goal in this appendix is to show that if () takes a special form, then the Landau-de Gennes
energy can be reduced to the Oseen Frank energy functional. We recall that the 3D Oseen-Frank
energy functional is

W = Ki(divn)? + Ka|n - curln|® + Ks|n A curln|? + (Ko + Ky) [ tr(Vn)? — (dive)?].  (B.1)

where K; are elastic constants measuring the relative strength of the various types of spatial vari-
ations of the unit vectors n € S? (see [11]). In 2D we clarify that for a vector function n given
by

n = (n1,n2,0),

we define then
curln = (0,0,01n9 — dany),

and hence
n-curln =0, |nAcurln|?* = |curln|?.

Consequently, the Oseen-Frank energy in 2D is reduced to

Wap = Ki(divn)? + Ksleurln|? + (Ky + Kq) [ tr(Vn)? — (divn)?]
= K (divn)? + Ks|curl n|?> + Ko [tr(Vn)? — (divn)?]. (B.2)
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Here we denote

RQ =Ky + Ky.
If Q takes the special form
@=s(nen-3)
=s(n®n—=
2 )
then the 2D Landau-de Gennes energy functional reads

£(Q,VQ)
=L1|VQ|* + L20;Qix0kQij + L30;Qi;0kQix + LaQir01Qi;0kQij
=2L,s? [|cu1r1n|2 + tr(Vn)Q] + Lys? [|cu1fln|2 + tr(Vn)Q] + L3s? [(div n)? + |curln|2]
+ Ly8° [|Curln\2 — tr(Vn)2]
=(2L1 + Lo)s?[[eurln|® + tr(Vn)?] + L3s*[(divn)? + |curl n|*] + Las®[|curln|® — tr(Vn)?]
=(L15? + L3s? — Lys®)(divn)? + (Lys% + Lys® + Lys®)|curl n|?

+ (L1s® — Lys®) [tr(Vn)2 — (div n)z] (B.3)
Here we denote 3
L1 =2L1+ Ls.
We let 3 . 3 .
Kl = L182 + L352 - L4S3, K2 = L152 — L483, Kg = L182 + L382 + L4S3, (B.4)

then £(Q,VQ) is reduced to Wyp. And conversely, Ly, L3, Ly can be expressed in terms of K; in
the following way:

- . Ka— K .
L3s® = K1 — Ky, 20483 = K3 — K1, L1582 = % + K> (B.5)

Remark B.1. Note that if Ly = 0, then K; = K3 in (B.4), which indicates that the Oseen-Frank
energy (B.2) cannot be completely recovered without L4. Therefore, the cubic term is necessary.

C Energy coercivity in 2D

In this appendix we prove that the condition (1.4) (reproduced as (C.1) below) is equivalent
to coercivity in two dimensions, and quantitatively gives the estimate (3.22) (reproduced as (C.2)
below). As mentioned earlier, the three dimensional analog can be found in [8,13].

Lemma C.1. Ifn =2 and the elastic constants L1, Lo, L3 satisfy

Li+Ly>0, Li+ L3>0, (C.1)
then for all x € Q we have
(L1|VQ|* + L20; Q0 Qi; + L30;Qij0kQur) (z) = v|VQ[*(2), (C.2)
where
v min{L, + Ly, Ly + L3} > 0. (C.3)
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Proof. Due to the special structure (3.5) of @ in 2D, the elastic energy can be rewritten as

(L1|VQI? + L20;Qik0rQi; + L30;Qi;0kQir.) (C4)
= (2L1 + Lo+ L3)(IVpI* + |Val?) + 2(L3 — La)1pdaq + 2(La — L3)dapdiq
= x"Bx,
where
X = (01p, Oap, D1q, Oaq)” € RY,
and
201+ Loy + Lg 0 0 Ly — Lo
B— 0 2L1 + Lo + L3 Lo — Ls 0 ER4X4.
0 Lo — Lg 201+ Lo + L3 0
L3 — Lo 0 0 201 + Lo + L3

By a direct calculation, we see that the eigenvalues of B are
)\1 = )\2 = 2(L1 + Lg), and )\3 = )\4 = 2(L1 + Lg).

Consequently,

(L1|VQ|? + L20;Qik0rQsj + L30;Qi;0kQir.)
= X" Bx = min{A1, M} x> = 2v[|Vp[* + [Vg*] = v|VQP?

as desired. ]

D Calculations for the hedgehog ansatz

In this section we prove Lemma 4.1 deriving the evolution of § that reduces the gradient flow
dynamics in the case of the Hedgehog ansatz.

D.1 Calculations for Hedgehog type solutions: L; and L, parts

We begin by computing the first derivative of ();; in terms of 6.

,%(l’im]‘ 5ﬂ> (6z'kxj + 5jin _ 2$i$jxk>
] |z [? |z [*

Qijr = OQij =0 E 2

Next we compute the second derivative of @Q;; in terms of 6.

LX) (T4 51" 5kl T TiX 4 51
=) () ()
Qum =0 e~ 2 ) PO T W N\ T

i 0,%((51'11‘3' 5jlxi _ 2xixjxl> 9,ﬂ<(5lk$] 6jkazi _ 2xi$jxk>
[\ 2?2 | z[* [\ x> ] |z [*
Oikdji 20531 | Oadje 25jkl’lxi}
|z[? ||* |z[? | z[*
_ [2(51'1-77]'551@ + 5jl$i$k + 6kl$i$j) B Smixjxkxl]
| z[* [

+ 0
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Thus for the term 2L4Q;;1Qixx in (1.6), we have

204Qij 1 Quik = 2L4 |0/ L (W”J ij

5'117‘ (5‘[1’@ QZEiZEwl )
_ 9( wry J _ J )
5 o =50 005 + o~ et )]
[xe (T O kT Tiokk 2T TRy,
" _9|xr<|xr2 ‘2)*0( o el el )
[z rxix; i Sax: by 2xixiar |
o, [ (0 (a0 2my
Lz N2 2 z2 |2 |zt /]
7 7
x (0021 9—)
(¥ 57a1 * 7P
4 0N rxzixi O
— 9L 9/<7 7)( G —ﬂ).
TR \E 2
For the term 2L4QrQij k1, We get
2L4QrQij 1
o) o -] (-
X X X X X
T 6kl 1 Lk 5ilxj .TUZ'(SJ'[ 2xixj:cl
+2L49(— 7)>< 07< 4 Zi%t )
lz[2 2 |z \ |2 [xf? 2[4
T 5kl ;L] 57;kxj :Ei(gjk 2.CCi.CCj:L'k
2040 - ) o (PR = )
|22 2 2|\ fz2  |zf? 2[4
TR O dikbji  20mxjry  0udj  2xTid4p
+2L49(———)x0[ il 20t ik _ J}
|2 2 |22 || || ||
_ 2L49((Ekl’l _ %) v 9[2(5ilxjxk —f—xiéjlxk "‘l'ﬂfj(skl) _ 8xixjxkxl
z[2 2

Jaf* jl® }
= (oo - T+ 220) (22 - %),

2
For —L4leﬂ'le7j, we have

T; [ TRT 1) O Tr0; 2011125
—L4Qpi,iQri,j = —La 9'4(7]6 L ﬂ) +9( L
e |z \ |z] 2 2] 2]

| >]

kaa:mj)
2 2P el T
xixi 21402 T
— L) (d-— ”).
O e ™ e % T
and

L4 02 (0/)2
SHVQ; = L4[—‘x|2 + 0
For terms related to L, we get

AQij =Qij kk

o (TiT; Oy P Y P Xk (0K Tk
- (ya:|2 _7>+9m<|x|2 -5+

2a:iarja:k
T
[\ fz2 0 faf? |z[*
) 25ik:5jk _ 25ik$jxk _ 2$kxi5jk _ 2(5,’k£L‘jl‘k + 5jk:L‘¢ZL‘]€ + 5kk$ix]’) 4 8xixj
|z[? jz[* |z|* j[* |z|*
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0 40 \ rx;;; Oy
g V2 ity O
=(0"+ 7] |x|2)(|x]2 3
D.2 Terms related to Lo + L3

There are two extra terms in this case, namely 2(Lo + L3)0;0;Qir and —(La + L3)0,0,Qii0;5. For
the former, we calculate

Qoo = 0" 243 (ﬂczxk 3 (l) n 6’(% N xk%’) (xzka B %)

> \ =2 2 [ P SN 2> 2
9,%<(5i]’xk xiékj _ Qxixkacj) +9,&(5lkxk xzdkk _ 2.%5.%%1%)
[\ 22 |2f? |z[* [\ Jaf [z |z[*
T 9 |:6zk6k] _ 25ikxkxj 5lj5k2k _ 2xjxi6kk]
|z [? [t |z [? |z [*

|z[* [0

1 (.Z'Z'Ij TiZj ) ,(mixj ZTiZj 5@' ZiZj )

9 [2((5ijxkxk + 5jka:ixk + 5kj$i37k> 8$¢l‘k$k:€j:|

2> 2Jz[? lz® = 2z 20z
0ii  XiTi  2x;x; T;xi 2wxs 2w
el(ﬂ ilj 1]) 9/<1J ilj zJ)
T TP T wP ) T\ RE T P T P

_}_9<6i _ 25(51'%]' 4 252] _ 4Ii$j _ 2(51 - 4:Ei$j 8$ll‘])
N I L N L

0" x;x; 0 (xix; 0 275
- 65) + g (05 — g ).
2 T2 *2\x|(rx|2 o) \%u T T

While for the latter, it holds

Quiosr = 9//M<x1xk B %) n 0/(5kl xkxl) (wlwk B %)

z2 \ =2 2 Jo] 2P /N[22 2
/@<5ufﬂk L0k 21‘51‘59%) ,ﬂ<51kl‘k T10kk 2$Z$k$k>
2| \ [2]? || || 2|\ |z|? || |4
0o 20Tk Opdrk  2x1w10kk
0 - + -
" [ N T ER T

_ g | 2Quzpzy + Sy + Szizy)  Smizmizkzy
|z[* |z[®

We conclude after putting them together that
(La+L3)(Qik,kj + Qjkki) — (L2 + L3)Quk,1k0i

- (L2+L3)<9”+|6;‘— é%) (% - %ﬂ)

It is noted that

(- - %) 55

Hence summing up the above calculations, then taking the inner product with S, and denoting

def

o = 2Ly + (Ly + L3),
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we arrive at the following equation concerning with the variable 6 only:

) / 2 /
OF L0 g+ ) pagr 4 00 200 g Cpp.
2 r r2 r r2 2

o0 = L4<

Acknowledgments

We thank Xinfu Chen, David Kinderlehrer and Robert L. Pego for helpful discussions.

References

[1] R.A. Adams and J. Fournier, Sobolev spaces. Second edition. Pure and Applied Mathematics
(Amsterdam), 140. Elsevier/Academic Press, Amsterdam, 2003

[2] J. Ball, Mathematics of liquid crystals, Cambridge Centre for Analysis short course, (2012),
13-17.

[3] J. Ball and A. Zarnescu, Orientability and energy minimization in liquid crystal models, Arch.
Ration. Mech. Anal., 202 (2011), no. 2, 493-535.

[4] J. Ball and A. Majumdar, Nematic Liquid Crystals : from Maier-Saupe to a Continuum
Theory, Mol. Cryst. Liq. Cryst., 525 (2010), 1-11.

[5] H. Brezis, Functional analysis, Sobolev spaces and partial differential equations. Universitext.
Springer, New York, 2011

[6] S. Boyd and L. Vandenberghe, Convex optimization. Cambridge University Press, Cambridge,
2004

[7] C.Cavaterra and E. Rocca, On a 3D isothermal model for nematic liquid crystals accounting
for stretching terms. Z. Angew. Math. Phys. 64 (2013), no. 1, 69-82

[8] T.A. Davis and E.C. Gartland, Finite element analysis of the Landau-de Gennes minimization
problem for liquid crystals, STAM J. Numer. Anal., 35 (1998), no. 1, 336-362.

[9] L.C. Evans, Partial differential equations. Graduate Studies in Mathematics, 19. American
Mathematical Society, Providence, RI, 1998.

[10] E. Feireisl, E. Rocca, G. Schimperna, and A. Zarnescu, Evolution of non-isothermal Landau-de
Gennes nematic liquid crystals flows with singular potential, Comm. Math. Sci, 12, 2, (2014),
317-343

[11] F.C Frank. On the theory of liquid crystals. Disc. Faraday Soc., 25:1, 1958

[12] O.A. Ladyzhenskaya, The mathematical theory of viscous incompressible flow. 2nd ed. Math-
ematics and Its Applications, 2. Gordon and Breach, New York-London-Paris, 1969

[13] L. Longa, D. Monselesan and H.R. Trebin, An extension of the Landau-Ginzburg-de Gennes
theory for liquid crystals, Liquid Crystals, 2:6, (1987), 769-796

[14] A. Majumdar, Equilibrium order parameters of nematic liquid crystals in the Landau-de
Gennes theory, European J. Appl. Math., 21, (2010), no. 2, 181-203.

[15] A.Majumdar and A. Zarnescu, Landau-De Gennes theory of nematic liquid crystals: the Oseen-
Frank limit and beyond, Arch. Ration. Mech. Anal. 196 (2010), no. 1, 227-280.

[16] S. Mkaddem and E.C. Gartland, Fine structure of defects in radial nematic droplets, Phys.

Rev. E, 62, (2000), 6694-6705

33



[17]
[18]
[19]
[20]
[21]

[22]

C. Newton and N. Mottram, Introduction to Q-tensor theory, University of Strathclyde, Tech-
nical report 10, 2004.

M. Paicu and A. Zarnescu, Energy dissipation and regularity for a coupled Navier-Stokes and
Q-tensor system, Arch. Ration. Mech. Anal., 203 (2012), no. 1, 45-67.

B. Simon, Convexity. An analytic viewpoint. Cambridge Tracts in Mathematics, 187. Cam-
bridge University Press, Cambridge, 2011.

H.Sun and C. Liu, On energetic variational approaches in modeling the nematic liquid crystal
flows. Discrete Contin. Dyn. Syst. 23 (2009), no. 1-2, 455-475.

M.E. Taylor, Partial differential equations. III. Nonlinear equations. Corrected reprint of the
1996 original. Applied Mathematical Sciences, 117. Springer-Verlag, New York, 1997.

M. Wilkinson, Strict Physicality of Global Weak Solutions of a Navier-Stokes Q-tensor System
with Singular Potential, arXiv:1211.6083

34



	Introduction
	Main results and notational conventions.
	Global well-posedness for small initial data
	Preservation of smallness in L-infinity
	Apriori Estimates for Higher Norms.
	Weak Solutions

	Blow up for large initial data
	The physicality preservation argument
	Derivation of the gradient flow equation
	The reduction of the Landau-de Gennes to Oseen-Frank in 2D
	Energy coercivity in 2D
	Calculations for the hedgehog ansatz
	Calculations for Hedgehog type solutions: L1 and L4 parts
	Terms related to L2+L3


