
AN INTRODUCTION TO HYPERLINEAR AND SOFIC GROUPS

VLADIMIR G. PESTOV AND ALEKSANDRA KWIATKOWSKA

Abstract. This is an edited write-up of lecture notes of the 7-th Appalachian set
theory workshop of the same title led by the first named author at the Cornell
University on November 22, 2008. A draft version of the notes was prepared by
the second named author. This presentation is largely complementary to the earlier
survey by the first-named author (Hyperlinear and sofic groups: a brief guide, Bull.
Symb. Logic 14 (2008), pp. 449-480).

1. Motivation: group matrix models in the sense of classical
first-order logic

In these lectures, we will deal with a class of groups called hyperlinear groups, as
well as its (possibly proper) subclass, that of sofic groups. One natural way to get into
this line of research is through the theory of operator algebras. Here, the hyperlinear
groups are sometimes referred to as “groups admitting matrix models”. This can be
indeed interpreted as a genuine model-theoretic statement, within a suitable version of
logic. Namely, a group G is said to admit matrix models if every existential sentence
of the first-order theory of G is satisfied in matrix groups.

What makes the concept interesting — and difficult to work with — is that at the
matrix group end it is not the classical first-order logic that one has in mind, but
rather a version of continuous logic with truth values in the unit interval [0, 1]. By
way of motivation, let us try to understand first what we get by considering a class
of groups admitting matrix models in the sense of the traditional binary logic.

The language of group theory, which we will denote L, is a first-order predicate
calculus with equality, having one ternary predicate letter S and a constant symbol
e. The group operation is coded as follows: S(x, y, z) if xy = z. In addition, we have
variables, the equality symbol =, logical connectives, and quantifiers. Now consider a
(countable) group G. A formula is said to be a sentence if all its variables are bound
within quantifiers. These formulas say something definite about the structure of a
group, hence the following definition. The theory of G, denoted Th (G), is defined to
be the set of all sentences of the predicate calculus L which are valid in G. The fact
that the language is first-order implies that the variables only range over G (and not,
for instance, over families of subsets of G). We will further denote by Th∃(G) the
subset of Th (G) consisting of all existential first-order sentences, that is, those of the
form ∃x1∃x2 . . .∃xn φ(x1, . . . , xn).

Let us introduce an ad hoc notion. Say that G admits matrix models “in the
classical sense,” if every quantifier-free (open) formula in first order logic can be
satisfied in GL(n, K) for some n and some field K. Even more precisely: whenever
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G � φ(g1, g2 . . . , gk), where φ is an open formula and g1, g2, . . . , gk ∈ G, then, for a
suitable natural number n and some g′

1, g
′
2, . . . , g

′
k ∈ GL(n, K),

GL(n, K) � φ(g′
1, g

′
2, . . . , g

′
k).

Here we take matrix groups to be as general as possible: all groups of the form
GL(n, K), where n ∈ N and K is an arbitrary field, are allowed.

What groups admit matrix models “in the classical sense”? It turns out this class
can be described in a very transparent way, and does not in fact depend on the choice
of a field K. We obtain this description in the rest of the present Section. First, a
preliminary observation.

Observation 1.1. A group G admits matrix models “in the classical sense” if and
only if G locally embeds into matrix groups, that is, for every finite F ⊆ G there is a
natural number n, a field K, and an injective map i : F → GL(n, K) so that, whenever
x, y ∈ F and xy ∈ F , one has

i(xy) = i(x)i(y).

Such a mapping i as above is called a local monomorphism, or a partially defined
monomorphism.

Proof. The necessity follows from the fact that the conjunction of all the formulas of
the form ¬(gi = gj), i 6= j, as well as S(gi, gj, gk), where gi, gj, gk ∈ F and gigj = gk,
1 ≤ i, j, k ≤ n, is satisfied in G and so in a suitable linear group. Here we denote
F = {g1, g2, . . . , gn} and i(gi) = g′

i, where g′
i are chosen as in the paragraph preceding

the Observation.
To prove sufficiency, let φ = φ(g1, g2 . . . , gk) be an open formula satisfied in G.

Write φ in a disjunctive normal form. The atomic formulas are of the form ¬(x = y),
S(x, y, z), or ¬S(x, y, z). All occurences of atoms of the type ¬S(x, y, z) can be
replaced with formulas S(x, y, w) ∧ ¬(w = z), where w is a new variable suitably
interpreted in G. Denote φ′ the resulting open formula, having probably more vari-
ables, which is satisfied in G. This φ′ is written in a disjunctive normal form, with
atomic formulas of the kind either ¬(x = y) or S(x, y, z). As a consequence of our
assumptions, a conjunctive clause of such atoms is satisfied in some GL(n, K), and
the same of course applies to the disjunction of a set of conjuctive clauses. Since
GL(n, K) � φ′, the formula φ is satisfied in GL(n, K) as well. �

To take the next step, we introduce the following notion.

Definition 1.2. A group G is residually finite if it satisfies one of the following
equivalent conditions:

(1) for every g ∈ G, g 6= e there exists a normal subgroup N of finite index such
that g /∈ N ,

(2) for every finite subset F ⊆ G there is a homomorphism h from G to a finite
group with h ↾ F being an injection,

(3) G is a subgroup of a direct product of a family of finite groups.

Equivalence of the conditions. (1)⇒(3): For each g ∈ G \ {e}, choose a normal sub-
group Ng of finite index not containing g, and let πg : G → G/Ng denote the corre-
sponding quotient homomorphism. One has πg(g) 6= e. Consequently, the diagonal
product of all πg, sending each x ∈ G to the element (πg(x))g∈G\{e} of the direct
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product of quotient groups, is a monomorphism. (3)⇒(2): here h is a projection on
the product of a suitable finite subfamily of groups. (2)⇒(1): take F = {e, g}. �

Example 1.3. (1) Finite groups are residually finite;
(2) finitely generated abelian groups are residually finite;
(3) free groups are residually finite.

Proof of (3) in Example 1.3. The free group of countably many generators F∞ can be
embedded into the free group on two generators F2. (Namely, if a, b are free generators
of F2, then the conjugates b, aba−1, a2ba−2, . . . are free generators of a subgroup they
generate.) Therefore it it enough to do the proof for F2. First we show that

F2 < SL(2, Z),

where SL(2, Z) denotes the group of 2 × 2 matrices of determinant equal to 1. We
will prove that

A =

(
1 2
0 1

)

and

B =

(
1 0
2 1

)

are free generators.
Consider subspaces of R2, X = {(x, y) : |x| > |y|} and Y = {(x, y) : |x| < |y|}.

Note that for every n ∈ Z, An maps Y into X, and Bn maps X into Y .
Although it is obvious that AB 6= I, another way to see this is to observe that the

conjugate A2BA−1 maps Y into X. Hence A2BA−1 6= I, and therefore AB 6= I. The
argument easily generalizes to show that an arbitrary word An1Bm1 . . . AnkBmk 6= I.

To finish the proof, we have to show that SL(2, Z) is residually finite. For every
prime p the quotient homomorphism hp : SL(2, Z) → SL(2, Zp) sends a matrix over
Z to one over Zp by taking its entries mod p. The family of homomorphisms hp is
easily seen to separate points in SL(2, Z). �

Now comes a classical result.

Theorem 1.4 (Malcev). Every finitely generated subgroup G of the linear group
GL(n, K) is residually finite.

Sketch of a proof. Let A1, A2, . . . , An be any finite set of matrices generating G. With-
out loss in generality, assume that the identity matrix is among them. Let X denote
the set of elements of K formed as follows: whenever k is an entry of AiA

−1
j , then we

put k, k−1, k − 1 and (k − 1)−1 into X whenever they are defined. Let R ⊆ K be the
ring generated by X. It is an integral domain, and so for every maximal ideal I of R
the quotient ring R/I is a field.

Consider a natural homomorphism φ : G → GL(n, R/I) induced by the quotient
mod I. Note that when an element has its inverse in R, it cannot be in I, and so
by the choice of generators of R, none of matrices AiA

−1
j is equal to the identity in

GL(n, R/I). Thus, φ(Ai) 6= φ(Aj), and since Ai were arbitrary, we conclude that
homomorphisms φ as above separate points of G.

It remains to notice that the field R/I is finite, because a finitely generated ring
that is a field is finite. This part of the proof requires most effort, and the details can
be found e.g. in [5], Theorem 6.4.12. �
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Our purpose is served by the following concept, which is more general than residual
finiteness.

Definition 1.5 (Vershik and Gordon [24]). A group G is said to be locally embeddable
into finite groups (an LEF group, for short) if for every finite subset F ⊆ G there is
a partially defined monomorphism i of F into a finite group.

Remark 1.6. Every residually finite group is LEF, which is immediate from (2).

Another source of LEF groups is given by the following notion.

Definition 1.7. A group is locally finite if every finite set is contained in a finite
subgroup (i.e. if every finitely generated subgroup is finite).

Example 1.8. Sfin
∞ = the group of finitely supported bijections of N is locally finite,

but not residually finite. Indeed, the only normal subgroup of Sfin
∞ is the group of

finitely supported bijections of N of even sign.

The following result is folk knowledge.

Theorem 1.9. For a group G the following are equivalent:

(1) G admits matrix models “in the classical sense,”
(2) G is LEF.

Proof. (i) ⇒ (ii): Let F be a finite subset of G. Then there is a local monomorpism
i : F → GL(n, K). The group 〈i(F )〉 is residually finite by Theorem 1.4, hence there is
a homomorphism j : 〈i(F )〉 → H , where H is a finite group, whose restriction to i(F )
is injective. The composition j ◦ i : F → H is the required partial monomorphism.

(i) ⇐ (ii): Let F be a finite subset of G. There is a partial monomorphism
i : F → H , where H is a finite group. Let j : H → Sn be an embedding into a
finite permutation group (every finite group embeds into some Sn). To finish the
proof we notice that Sn embeds into GL(n, K) for an arbitrary field K: to a permuta-
tion σ we assign the matrix A = (aij)i≤n,j≤n by letting aij = 1 if σ(i) = j, and aij = 0
otherwise. �

Notice that the above proof, the choice of a field K does not matter.
To finish this introductory section, we will show that not every group is LEF. Let-

ting N(r1, r2, . . . , rm) denote the normal subgroup generated by elements r1, r2, . . . , rm,
a group G is finitely presented when G ∼= Fn/N(r1, r2, . . . , rm), where r1, r2, . . . , rm is
a finite collection of relators and n ∈ N.

Proposition 1.10. Suppose G is an infinite simple finitely presented group. Then G
is not LEF.

Proof. Represent G as Fn/N , where, for short, N = N(r1, r2, . . . , rm). Let X be the
set of free generators of Fn. Denote by d the word metric on Fn with respect to X,
given by

d(x, y) = min{i : y = b1b2 . . . bix; b1, b2, . . . , bi ∈ X ∪ X−1}.
Let R be so large that the R-ball BR around identity in Fn contains the relators
r1, r2, . . . , rm. Denote π : Fn → Fn/N the canonical homomorphism and put B̃R =
π(BR).
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Suppose that G is LEF. Let j : B̃R → H be an injection into a finite group H pre-
serving partial multiplication. Define a homomorphism h : Fn → H by the condiion
h(x) = j ◦π(x), x ∈ X. The kernel N ′ = ker(h) is a proper subset of Fn and a proper
superset of N (as Fn/N is infinite). This contradicts the simplicity of G. �

Example 1.11. Thompson’s groups:
F = all orientation-preserving piecewise linear homeomorphisms of [0, 1] with finitely

many non-smooth points which are all contained in the set of dyadic rationals, and
the slopes being integer powers of 2.

T = all orientation-preserving piecewise linear homeomorphisms of T = R/Z with
finitely many non-smooth points which are contained in dyadic rationals, and slopes
being integer powers of 2.

V = all orientation-preserving piecewise linear bijections of [0, 1] (not necessarily
continuous), with finitely many points of discontinuity, all contained in the set of
dyadic rationals, the slopes being integer powers of 2.

Every group F, T, V is finitely presented. Moreover T and V , and the commutator
of F are simple. A standard reference to Thompson’s groups is the survey by Cannon,
Floyd and Parry [6].

By Proposition 1.10, Thompson’s groups are not LEF.

2. Algebraic ultraproducts

An important role played by ultraproducts in logic and model theory is well known.
Hyperlinear/sofic groups are no exception, and in the subsequent sections ultraprod-
ucts of metric groups will have a significant impact. In this section we will discuss
algebraic ultraproducts of groups, and show how to reformulate in their language the
existence of matrix models “in the classical sense”. In particular, the ultraproduct
technique allows for a simpler proof of Theorem 1.9, bypassing Malcev’s theorem 1.4.

Recall that, given a family Gα, α ∈ A,s of groups and an ultrafilter U on the index
set A, the (algebraic) ultraproduct of the family (Gα) is defined as follows:

(
∏

α∈A

Gα

)

U

=

(
∏

α∈A

Gα

)
/NU ,

where

NU = {x : x ∼U e}
and

x ∼U y ⇐⇒ {α ∈ A : xα = yα} ∈ U .

Notice that NU is a normal subgroup of the direct product of groups Gα.
In a similar way, one can define an algebraic ultraproduct of a family of any alge-

braic structures of the same signature. In particular, if Kα, α ∈ A are fields, then
the subset IU = {x : x ∼U 0} is a maximal ideal of the direct product ring

∏
α∈A Kα,

and the corresponding quotient field
(∏

α∈A Kα

)
U

is called the ultraproduct of the
fields Kα modulo U . (It is useful to notice that the underlying set of the algebraic
ultraproduct is independent of the algebraic structure, because only = is used in the
definition of the equivalence relation ∼U .)

Now it is easy to make the following observations, going back to Jerzy  Loś [18].
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(1) Let U be a nonprincipal ultrafilter on the natural numbers, and let A = ∪nAn

be the union of an increasing chain of some algebraic structures (e.g. groups,
fields, ...). Then A canonically embeds in the ultraproduct (

∏
n An)U . (To

every a ∈ A one associates an equivalence class containing any eventually
constant sequence stabilizing at a.)

(2) Let n ∈ N and let Kα, α ∈ A be fields. Then for every ultrafilter U on A the
groups

(∏
α∈A GL(n, Kα)

)
U

and GL
(
n,
(∏

α∈A Kα

)
U

)
are isomorphic.

(The canonical ring isomorphism between Mn (
∏

Kα) and
∏

α Mn(Kα) fac-
tors through the relation ∼U to a ring isomorphism between

(∏
α∈A Mn(Kα)

)
U

and Mn

((∏
α∈A Kα

)
U

)
. The ultraproduct of the general linear groups of Kα

sits inside the former ring as the group of all invertible elements, while the
general linear group of the ultraproduct of Kα is by its very definition the
group of invertible elements of the latter ring.)

(3) The ultraproduct of a family of ultraproducts is again an ultraproduct.
(4) The ultraproduct of a family of algebraically closed fields is algebraically

closed.
(5) Let Xn be non-empty finite sets and let U be an ultrafilter on the set of natural

numbers. If for every N ∈ N {n ∈ N : |Xn| < N} /∈ U , then the cardinality of
the ultraproduct of Xn mod U equals c.

(6) An algebraic ultraproduct of a family of LEF groups is again an LEF group.

The following result is weaker than Malcev’s theorem (of which it is a corollary
thanks to observation (2) above), but is nonetheless strong enough for our purposes.

Observation 2.1. Every field K embeds, as a subfield, into a suitable ultraproduct of
a family of finite fields.

Proof. We will only give an argument in the case where the cardinality of K does
not exceed that of the continuum, leaving an extension to the general case to the
reader. Let at first p > 0 be a positive characteristic. Select an increasing chain
of finite algebraic extensions of Fp whose union is the algebraic closure, Fp, of Fp

(e.g. (Fpk)), and fix a free ultrafilter on N. The ultraproduct modulo U of finite

fields forming this chain contains Fp by (1). By (3), there is an ultraproduct of the

family (Fp) containing a non-trivial ultrapower of Fp as a subfield. This ultrapower,
denote it Kp, is an algebraically closed field by (4), and its transcendence degree is
c by force of (5). Since in a given characteristic two algebraically closed fields of the
same transcendence degree are isomorphic (Steinitz’ theorem), our result now follows
in the case of prime characteristic. To settle the case of characteristic zero, notice
that the ultraproduct of all fields Kp modulo a nonprincipal ultrafilter over the prime
numbers is an algebraically closed field of characteristic zero and of transcendence
degree continuum. �

In the following strengthening of Theorem 1.9, the equivalence (1) ⇐⇒ (2) is an
immediate consequence of a well-known general result in logic, see Lemma 3.8 in
Chapter 9 [2], but this is not the main point here.

Theorem 2.2. For a group G the following are equivalent:

(1) G admits matrix models “in the classical sense”, that is, every existential
sentence from the first-order theory of G is valid in some matrix group.
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(2) G < (
∏

i GL(ni, Ki))U for some family of fields Ki, natural numbers ni, and
an ultrafilter U .

(3) G is LEF.
(4) G embeds into the algebraic ultraproduct of a family of permutation groups of

finite rank.
(5) For every field K, G < (

∏
i GL(ni, K))U for a suitably large index set and a

suitable ultrafilter U .

Proof. (1)⇒(2): On Pfin(G), the family of all finite subsets of G ordered by inclusion,
take an ultrafilter containing all upper cones, that is, the sets

{Φ ∈ Pfin(G) : Φ ⊇ F},
where F ∈ Pfin(G). For each Φ ∈ Pfin(G) choose a field KΦ, a natural number nΦ,
and an injection jΦ : Φ → GL(nΦ, KΦ) preserving partial multiplication (Observation
1.1). Define

j : G →


 ∏

Φ∈Pfin(G)

GL(nΦ, KΦ)




U

by
j(g) = [jΦ(g)]U

(when g /∈ Φ, jΦ(g) denotes an arbitrary element of GL(nΦ, K)). This j is an embed-
ding of groups.

(2) ⇒ (3). By embedding every field Ki into an ultraproduct of finite fields (Obs.
2.1), and using observations (2) and (3), we can assume without loss in generality that
all Ki are finite fields. Let F ⊆ G be finite. For every g ∈ F , pick a representative
(j(g)i) ∈ ∏i GL(ni, Ki) of the equivalence class [j(g)]U . For every index i, there is
now a well-defined mapping F ∋ g 7→ j(g)i ∈ GL(ni, Ki). The set of all indices
i for which j(g)i is a local monomorphism must belong to the ultrafilter and so is
non-empty. Choose an index i from this set and notice that the group GL(ni, Ki) is
finite.

(3) ⇒ (4): A similar argument to the proof of implication (1)⇒(2), only take as
jΦ a local monomorphism from Φ into a suitable finite group of permutations (which
exists since G is assumed LEF).

(4) ⇒ (5): Here use the fact that Sn sits inside of the group GL(n, K) as a subgroup
for every K and n.

(5)⇒(1): Let j : G <
∏

i (GL(ni, K))U be an embedding, and let F ⊆ G be finite.
Then j ↾ F is a partial monomorphism, and so {i : ji ↾ F is a partial monomorphism } ∈
U (so in particular is nonempty). The result now follows by Observation 1.1. �

Overall, we can see that theory of groups admitting matrix models “in the classical
sense” is more or less fully understood. This approach can be seen as a “toy exam-
ple” (to borrow another expression from theoretical physics) of more interesting and
mysterious theories of group matrix models, to which we proceed now.

3. Ultraproducts of metric structures

The concept of a matrix model adequate for the needs of operator algebraists is less
strict than the one “in classical sense”. We do not aim to ascertain that two elements



8 V.G. PESTOV AND A. KWIATKOWSKA

of a matrix group, x and y, are equal. Instead, given an ε > 0, we are allowed to
interpret a formula x = y in a matrix group in such a way that the “truth value” of
the equality is > 1 − ε. This is understood in the sense

d(x, y) < ε,

where d is a distance on a matrix group in question and x, y are elements of the group.
Accordingly, instead of the algebraic ultraproduct of matrix groups, we will form the
metric ultraproduct, factoring out pairs of infinitesimally close elements.

The aim of this section is to formulate an adequate version of an ultraproduct of a
family of metric groups, and to give some examples.

To make a good choice of a distance d as above, let us first examine the notion of
the Banach space ultraproduct, which is well established.

3.1. Ultraproducts of normed spaces. Let (Eα)α∈A be a family of normed spaces
and let U be an ultrafilter on the index set A. Define the ℓ∞-type sum of the spaces
Eα,

E = ⊕ℓ∞Eα =

{
x ∈

∏

α

Eα : sup
α

‖xα‖ < ∞
}

.

This E is a normed linear space containing every Eα as a normed subspace. The
norm on E is given by:

‖x‖ = sup
α∈A

‖xα‖α .

Consider
NU =

{
x : lim

α→U
‖xα‖ = 0

}
,

where we let limα→U yα = y if for every ε > 0, {α : |yα − y| < ε} ∈ U . If the yα are
uniformly bounded, then limα→U yα exists and is unique.

This NU is a closed linear subspace of E . Now we define the metric ultraproduct
of the family (Eα)α∈A modulo the ultrafilter U as the normed quotient space

(∏
Eα

)
U

= E /NU .

It is a linear space equipped with the norm

‖[x]U‖ = lim
α→U

‖xα‖ .

A version of the diagonal argument shows that when the ultrafilter U is not count-
ably complete (in particular, is non-principal), then the ultraproduct E = (

∏
Eα)U

is a Banach space. To see this, let (xk) be a Cauchy sequence of elements of E. For
each i ∈ N, fix N(i) so that

∀N ′, N ≥ N(i), ‖xN ′ − xN‖ < 2−i.

For every k, select a representative (xα
k )α∈A ∈ E of the equivalence class xk. Given

an i ∈ N+, define
Ii = {α ∈ A :

∥∥xα
N(i) − xα

N(i+1)

∥∥ < 2−i}.
Every Ii ∈ U , and without loss in generality, we may assume that I1 ⊇ I2 ⊇ . . . and
∩∞

i=1Ii = ∅ (countable incompleteness of U). Now define an element x ∈ E by

x|Ii\Ii+1
= xN(i)|Ii\Ii+1

.

Then the equivalence class [x]U is the limit of our Cauchy sequence (xk).
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If for some natural number n the set of indices α with dim Eα = n is in U , then
the ultraproduct is a normed linear space of dimension n. If it is not the case for any
n, then yet another variation of Cantor’s argument establishes that the ultraproduct
is a non-separable Banach space.

3.2. Ultraproducts of metric groups. We would like to have a similar construc-
tion for metric groups as we had for normed spaces. First we show that if we just
equip the groups with left-invariant metrics (and every metrizable group admits a
compatible left-invariant metric by the result of Kakutani below), some problems
arise. Hence, we will have to assume that metrics are bi-invariant. Not every metriz-
able group has a compatible bi-invariant metric.

Theorem 3.1 (Kakutani). Every metrizable topological group admits a compatible
left-invariant metric, i.e. a metric d such that for every g ∈ G

d(gx, gy) = d(x, y).

�

Let (Gα, dα)α∈A be a family of topological groups equipped with compatible left-
invariant metrics, and let U be an ultrafilter on A. We can form an ultraproduct of
the family (Gα, dα) following the same steps as for normed spaces, but the resulting
object will not, in general, be a metric group, only a homogeneous metric space, as
the following example shows.

Example 3.2. Let S∞ denote the infinite symmetric group consisting of all self-
bijections of a countably infinite set ω. The standard Polish topology on S∞ is the
topology of pointwise convergence on the discrete topological space ω. In other words,
it is induced from the product topology on ωω. As shown by Kechris and Rosendal
[17], the standard Polish topology is the only non-trivial separable group topology on
S∞. This topology admits the following compatible left-invariant metric:

d(σ, τ) =

∞∑

i=1

{2−i : σ(i) 6= τ(i)}.

Let us try to form an ultrapower of the metric group (S∞, d) with regard to a
nonprincipal ultrafilter U on the natural numbers. Every sequence x ∈ (S∞)N is
“bounded” in the sense that supn d(en, xn) < ∞, and so the analogue of the space E

is the full Cartesian product group G = (S∞)N itself. Define

N =
{
x : lim

α→U
d(xα, e) = 0

}
.

The estimate

d(xy, e) = d(y, x−1)

≤ d(y, e) + d(x−1, e)

= d(y, e) + d(e, x)

shows that N is a subgroup of G . (Notice the use of left-invariance of d.) However,
it is not a normal subgroup. To see this, consider two sequences of transpositions of
ω, x = (xi) = ((i, i+1))i∈ω and y = (yi) = ((1, i)). Then it is easily seen that x ∈ N ,
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and yet y−1xy /∈ N . Thus, although the homogeneous factor-space G /N admits a
G -invariant metric

d(x, y) = lim
n→U

dn(xn, yn),

it is not a group.

If we want to get a metric group as a result of an ultraproduct construction, we
must use bi-invariant metrics:

d(gx, gy) = d(x, y) = d(xg, yg).

If (Gα, dα), α ∈ A, is a family of groups equipped with bi-invariant metrics and U
is an ultrafilter on the index set A, then the subgroup

N =
{
x : lim

α→U
d(xα, e) = 0

}

is easily seen to be a normal subgroup of

(3.1) G = ⊕ℓ∞Gα =

{
x ∈

∏

α

Gα : sup
α

d(xα, e) < ∞
}

,

and the quotient group (
∏

α∈A

Gα

)

U

= G /N

is well-defined. It is a metric group equipped with the bi-invariant metric

d(xN , yN ) = lim
α→U

dα(xα, yα)

and the corresponding group topology. It will be referred to as the metric ultraproduct
of the family (Gα, dα)α∈A modulo U .

Just as in the case of normed spaces, the ultraproduct of a family of groups with
bi-invariant metrics is a complete topological group, which is either non-separable or
locally compact (assuming U to be non countably complete). Moreover, in all the
examples we will be considering below, the domain of the ultraproduct coincides with
the full cartesian product, because all the metrics are uniformly bounded from above.
(In fact, one can always replace a bi-invariant metric d on a group with the bounded
bi-invariant metric min{d, 1}).

Here are a few of the most important examples of groups equipped with natural
bi-invariant metrics.

Example 3.3. The symmetric group Sn of finite rank n equipped with the normalized
Hamming distance:

dhamm(σ, τ) =
1

n
♯ {i : σ(i) 6= τ(i)} .

Example 3.4. The unitary group of rank n,

U(n) = {u ∈ Mn(C) : u∗u = uu∗ = Id},
equipped with the normalized Hilbert-Schmidt metric:

dHS(u, v) = ‖u − v‖2 =

√√√√ 1

n

n∑

i,j=1

|uij − vij |2.
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This is the standard ℓ2 distance between matrices viewed as elements of an n2-
dimensional Hermitian space Cn2

, which is normalized so as to make the identity
matrix have norm one. The metric is easily checked to be bi-invariant, by rewriting
the definition of the distance,

dHS(u, v) =
1√
n

√
tr ((u − v)∗(u − v))(3.2)

=

√
2 − t̃rn(u∗v) − t̃rn(v∗u),

where t̃rn = n−1/2tr is the normalized trace on U(n), and using the characteristic
property of trace:

tr (AB) = tr (BA).

We will use the notation U(n)2 for the group U(n) equipped with the normalized
Hilbert-Schmidt distance.

Example 3.5. The group U(n) equipped with the uniform operator metric:

dunif(u, v) = ‖u − v‖ = sup
‖x‖≤1

‖(u − v)(x)‖ .

Larger matrix groups, such as GL(n, K) and their closed non-compact subgroups,
typically do not possess any compatible bi-invariant metrics whatsoever. For instance,
the following is a well-known observation.

Example 3.6. The group of invertible matrices GL(n, R), as well as the special linear
group SL(n, R), do not admit bi-invariant metrics compatible with their standard
locally euclidean topology (induced from Mn(R) ∼= Rn2

). (Hint of a proof: if such a
metric existed, then the group in question would possess small invariant neighbour-
hoods, that is, conjugation-invariant open sets would form a basis at identity. But
this is not the case. The details can be found in [15].)

4. Groups admitting matrix models (hyperlinear groups)

In this Section, we define the central concept of a hyperlinear group, and outline
a version of model theory for metric structures which provides a rigorous framework
for treating hyperlinear groups as groups admitting matrix models which are unitary
groups with the Hilbert–Schmidt distance.

Definition 4.1. A countable discrete group G is hyperlinear (or: admits matrix
models) if it is isomorphic to a subgroup of a metric ultraproduct of a suitable family
of unitary groups of finite rank, with their normalized Hilbert-Schmidt distances.

More exactly, G is hyperlinear if there are a set A, an ultrafilter U on A, a mapping
α 7→ n(α) and an imbedding

G <

(
∏

α

(U(n(α)), dHS)

)

U

.

The model theory of metric structures as developed by Ben-Yaacov, Berenstein,
Ward Henson and Usvyatsov [3] allows to see the above definition as a genuine state-
ment about a possibility to interpret every sentence of the theory of G in some matrix
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group U(n)2. We will not attempt to develop this viewpoint systematically, limiting
ourselves to a few indicative remarks.

The space of truth values in this version of continuous logic is the unit interval
I = [0, 1]. The truth value is interpreted as a measure of closeness, and in particular
the truth value of the formula x = y is 1 − d(x, y). This is the main idea of the
approach, and the rest follows rather naturally.

The two quantifiers are inf and sup. Predicates are (bounded, uniformly contin-
uous) functions Mn → [0, 1], e.g. the counterpart of the equality relation = is the
distance function d : M2 → [0, 1].

Similarly, functions Mn → M are subject to the uniform continuity restriction.
Connectives are all continuous functions [0, 1]n → [0, 1]. If d is a trivial ({0, 1}-
valued) metric, one recovers the usual predicate logic with truth values 0 and 1.

Every sentence in the classical theory can be thus interpreted as a sentence formed
in the continuous logic, but not vice-versa.

Formulas are defined inductively, just like in the classical logic. All variables and
constants are terms, and whenever f is a function symbol and t1, . . . , tn are terms,
then f(t1, t2, . . . , tn) is a term. An atomic formula is an expression of the form either
P (t1, . . . , tn) or d(t1, t2), where P is an n-ary predicate symbol and ti are terms. For-
mulas are build from atomic formulas, using two rules: if u : [0, 1]n → [0, 1] is a contin-
uous function (that is, a connective) and ϕ1, . . . , ϕn are formulas, then u(ϕ1, . . . , ϕn)
is a formula; if ϕ is a formula and x is a variable, then supx ϕ and infx ϕ are formulas.

A metric structure, M, is a complete bounded metric space equipped with a family
of predicates and functions. For instance, if (G, d) is a complete bounded metric
group and d is bi-invariant, then G can be treated as a metric structure equipped
with the predicate S(g, h, k) = d(gh, k), the inversion function i : G → G, and the
identity, given by the function e : {∗} → G (a homomorphism from the trivial group
to G). Notice that S and i are uniformly continuous due to the bi-invariance of the
metric d.

The value of a sentence σ in a metric structure M is a number σM ∈ [0, 1] defined by
induction on (variable-free) formulas, beginning with the convention that d(t1, t2)

M

is just the value of the distance between t1 and t2. The value of P (t1, t2, . . . , tn) and
u(σ1, σ2, . . . , σn), where P is an n-ary predicate symbol, ti are terms, u is a continuous
function [0, 1]n → [0, 1], and σj are sentences, is defined in a natural way. Finally,

(
sup

x
ϕ(x)

)M

= sup
x

ϕ(x)M,

and similarly (
inf
x

ϕ(x)
)M

= inf
x

ϕ(x)M.

We stress again that it is the number 1 − σM that serves as a truth value of a
sentence σ. In particular, the quantifier inf is a continuous logic analogue of ∃, while
sup extends ∀. A sentence of the form infx ϕ(x), where x = (x1, x2, . . . , xn), is called
an inf-sentence, and serves as an analogue of an existential sentence in the classical
binary logic.

Notice that the normalized Hilbert-Schmidt distance dHS takes values in the inter-
val [0, 2], so if we want the values of sentences to belong to [0, 1], we may wish to use
the distance d = min{dHS, 1} instead.
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Note that every formula of the first-order theory of groups admits a “translation”
into a formula of the continuous logic theory of groups equipped with a bi-invariant
metric. Namely, the symbols S, i and e are replaced with the corresponding predi-
cate and function symbols described above, the logical connectives ∧ and ∨ become
continuous functions max and min, respecively, from [0, 1]2 to [0, 1], while ¬ is re-
placed with the function t 7→ 1− t, and the quantifiers ∃x and ∀x are turned into infx

and supx, accordingly. Under this translation, sentences go to sentences, existential
sentences go to inf-sentences, and so on. Intuitively, under this “translation,” exact
statements become approximate. It is in particular this sense that we treat sentences
of Th (G) as sentences of the continuous logic theory of unitary groups U(n)2 in the
statement of the next result.

In connection with iten (2) below, remember that U(n)2 embeds isometrically into
the (renormalized) Euclidean space ℓ2(n2), and so the ultraproduct of unitary groups
isometrically embeds into the corresponding Hilbert space ultraproduct. In this sense,
one can talk about orthogonality.

Theorem 4.2. For a group G, the following are equivalent.

(1) G is hyperlinear,

(2) G embeds into a metric ultraproduct (
∏

i U(ni)2)U of a family of unitary groups
as an orthonormal system of vectors,

(3) For every finite F ⊆ G and every ε > 0, there are n ∈ N and an (F, ε)-almost
homomorphism j : F → U(n)2, that is, a map with the property

(a) if g, h ∈ F and gh ∈ F , then d(j(g)j(h), j(gh)) < ε,

which is in addition uniformly injective on F in the sense that:

(b) if g, h ∈ F and g 6= h, then d(g, h) >
√

2 − ε.

(4) G admits matrix models in the sense of continuous logic: for every existential
first-order sentence σ ∈ Th∃(G) and each ε > 0 there is n such that

σU(n)2 < ε.

(5) The same conditions (a) and (b) as in item (3), but with
√

2−ε in (b) replaced
by a fixed positive value, e.g. 10−10.

Proof. (1)⇒(2): This is the key to the entire result, whence the rest follows easily.
Given a monomorphism

(4.1) i : G →֒
(
∏

α

U(nα)2

)

U

,

and any two distinct elements g, h ∈ G, we can of course guarantee that the images
i(g) and i(h) are at a strictly positive distance from each other, but no more than
that: something like d(i(g), i(h)) = 10−10 is definitely a possibility, and in fact the
image i(G) in the induced topology may even happen to be a non-discrete group.
We will now construct a re-embedding, j, of G into another metric ultraproduct of
unitary groups, where the distance between j(g) and j(h) will be always equal to

√
2.
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The Hermitian space Mn(C), which we identify with Cn2

, admits a natural action
of the unitary group U(n) by conjugations:

u · M = u∗Mu, u ∈ U(n), M ∈ Mn(C).

This action is by linear operators and preserves the Hermitian inner product, for
instance, since Formula (3.2), without the scalar factor in front, gives the Hilbert
distance on the space Mn(C). Thus, we obtain a unitary representation U(n) →
U(n2). Denote it i

(2)
n (in fact, the more precise symbol would be īn ⊗ in).

We want to compute the distance induced on U(n) by the embedding i
(2)
n : U(n) →֒

U(n2)2 as above. For this purpose, again according to Equation (3.2), it suffices to

know the restriction of the trace trn2 to U(n), that is, the composition trn2 ◦ i
(2)
n . The

matrices Eij whose (i, j)-th position is one and the rest are zeros form an orthonormal
basis of Mn(C), and so for every linear operator T on Mn(C),

tr(T ) =
∑

ij

〈T (Eij), Eij〉 =
∑

ij

(T (Eij))ij .

Since (u · Eij)ij = (u∗Eiju)ij = ujiuji, we conclude: for every u ∈ U(n),

trn2(i(2)n (u)) = trn(u)trn(u) = |trn(u)|2.
The same clearly holds with regard to the normalized traces on both unitary groups.
Since at the same time the trace is a linear functional, we deduce from Equation (3.2):

dHS,n2

(
i(2)n (u), i(2)n (v)

)
=

1√
n2

√
trn2((i

(2)
n (u) − i

(2)
n (v))∗(i

(2)
n (u) − i

(2)
n (v)))

=
1

n

√
trn2(2I − trn2(i

(2)
n (u∗v)) − trn2(i

(2)
n (v∗u)))

=

√
2 − 2

∣∣t̃rn(u∗v)
∣∣2,

where t̃rn denotes the normalized trace on U(n).
Compare this to:

dHS,n(u, v) =

√
2 − t̃rn(u∗v) − t̃rn(v∗u).

Since t̃rn(u∗v) + t̃rn(v∗u) = 2
∣∣t̃rn(u∗v)

∣∣, the last two equations imply:

(4.2) dHS,n2

(
i(2)n (u), i(2)n (v)

)
= dHS,n(u, v)

√
2 − dHS,n(u, v)2

2
.

If we now define recurrently group embeddings i
(2k)
n : U(n) →֒ U(n2k

), k = 2, 3, . . .,
it follows that for any two elements u, v ∈ U(n) satisfying 0 < dHS,n(u, v) < 2 the

iterated distances inside of the groups U(n2k

)2 converge to
√

2 in the limit k → ∞.
Now let us get back to the initial group embedding from Equation (4.1). First,

we want to assure that the pairwise distances within the image i(G) are strictly
less than 2. This is achieved by throwing inside the ultraproduct a pile of rubbish,
as follows: embed every U(nα) into a unitary group of twice the rank using block-
diagonal matrices:

U(nα) ∋ u 7→
(

u 0
0 In

)
∈ U(2nα).
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The resulting composition mapping

i′ : G →
(
∏

α

U(nα)2

)

U

→
(
∏

α

U(2nα)2

)

U

is still a group monomorphism, but all the distances between elements of G are now
cut by half and so the diameter of i′(G) is ≤ 1. So we can assume without loss in
generality that the original embedding i has this property.

On the new index set B = A×N+ choose an ultrafilter V satisfying two properties:

(1) the projection of V along the first coordinate is the initial ultrafilter U , and
(2) if the intersection of a subset X ⊆ A×N+ with every fiber {a}×N+ is cofinite,

then X ∈ V.

Lift the monomorphism i in an arbitrary way to a map ī : G → ∏
α∈A U(nα) and

define a map j̄ : G → ∏
(α,k)∈B U

(
n2k

α

)
by letting

j̄α,k(g) = i(2
k)

nα
(iα(g)).

This j̄ determines a map j : G →
(∏

(α,k)∈B U
(
n2k

α

))
V

, and it is not hard to see that

j is a group monomorphism with the property that the images of every two distinct
elements of G are at a distance exactly

√
2 from each other.

(2)⇒(3): Given a group embedding i as in Equation (4.1) with the property that
i(g) and i(h) are orthogonal whenever g 6= h, let F ⊆ G be finite and let ε > 0. Let
ī denote any lifting of i to a map from G to the direct product of U(nα). Denote C
the set of indices α for which īα is an (F, ε)-almost monomorphism which in addition
satisfies √

2 − ε < d(̄iα(g), īα(h)) <
√

2 + ε

for all g, h ∈ F , g 6= h. Then C ∈ U and in particular C is non-empty.

(3)⇒(4): again, as in the proof of sufficiency in Observation 1.1, it is enough
to consider the case of a conjunction of atomic formulas of the form ¬(x = y) or
S(x, y, z). When dealing with negation, remember that we replace the metric dHS

with min{1, dHS}, and so the condition dHS(x, y) >
√

2−ε implies ¬(x = y)U(n)2 < ε.
(4)⇒(5): quite obvious.
(5)⇒(1): the argument is just a slight variation of the proof of the implication

“(1)⇒(2)” in Theorem 2.2, so we leave the details to the reader. They can be found
in the proof of Th. 3.5 in [19], see also Corollary 5.10 in [3]. �

The meat of the above theorem (the equivalence of conditions (1,2,3,5)) is variously
attributed either to Radulescu [20] or to an earlier work of Kirchberg.

A closed L-condition is an expression of the form ϕM = 0, where ϕ is a sentence of
the language of continuous logic. Notice that this means M � ϕ. A theory is a set of
closed L-conditions. It may be slightly unsettling to observe that the characterization
of hyperlinear groups in Theorem 4.2, item (4), is not, strictly speaking, stated in
terms of the theory of unitary groups. However, this is most naturally fixed, as
follows. In the statement of the following result, the ultrapower of G, as usual, means
the ultraproduct of a family of metric groups metrically isomorphic to G.
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Corollary 4.3. Let U = (U, d) be a group equipped with a bi-invariant metric and
satisfying two conditions:

(a) For every n, the group U(n)2 embeds into U as a metric subgroup, and
(b) U embeds into an ultraproduct of groups U(n)2 as a metric subgroup.

Then the following are equivalent for an arbitrary group G:

(1) G is hyperlinear,
(2) every existential sentence σ of the first-order theory of G satisfies σU = 0,

that is, belongs to the continuous theory of U :

Th∃(G) ⊆ Thc(U).

(3) G embeds into a metric ultrapower of U .

(Here Thc(U) denotes of course the first-order continuous logic theory of U .)

Proof. (1)⇒(2): Thanks to Theorem 4.2, for every ε > 0 we have σU < ε, whence the
conclusion follows.

(2)⇒(1): Denote, for simplicity, by P a metric ultraproduct of the unitary groups
of finite rank containing U as a metric subgroup. If σ ∈ Th∃(G) and ε > 0 is any, then
we have σP < ε and a by now standard argument using a lift of the monomorphism
G →֒ U →֒ P to the direct product of unitary groups implies the existence of n with
σU(n)2 < ε. Now we conclude by Theorem 4.2.

(1) ⇐⇒ (3): It is enough to notice that every metric ultrapower of U is contained in
some metric ultraproduct of unitary groups of finite rank, via a rather straightforward
reindexing procedure, and vice versa. �

Here is just one example of a group U as above, and the most economical one.

Example 4.4. The group monomorphism

U(n)2 ∋ u 7→
(

u 0
0 u

)
∈ U(2n)2

is an isometry with regard to the normalized Hilbert-Schmidt distances on both
groups. It generates an increasing chain of unitary groups

U(1)2 < U(2)2 < . . . < U(2n)2 < U(2n+1)2 < . . . .

The union of the chain, ∪∞
n=1U(2n), is a group which supports a naturally defined

bi-invariant Hilbert-Schmidt metric. The completion of this group is a Polish group,
denoted U(R) and called, in full, the “unitary group of the hyperfinite factor R of
type II1 equipped with the ultraweak topology.” Regarded as a metric group, U(R)
clearly satisfies the hypothesis of Corollary 4.3.

It remains unknown whether every group is hyperlinear, and this is presently one
of the main open questions of the theory.

The origin of the concept of a hyperlinear group is described in the survey [19],
§7, whose duplication we try to avoid inasmuch as possible. In brief, it is motivated
by Connes’ Embedding Conjecture [7], which states that every von Neumann factor
of type II1 embeds into an ultrapower of R, the (unique) hyperfinite factor of type
II1, traditionally denoted Rω. Existence of a non-hyperlinear group would imply a
negative answer to Connes’ Embedding Conjecture, and send far-reaching ripples.
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In a highly interesting historical remark at the beginning of a recent preprint [21],
David Sherman brings attention to the 1954 article [27] by Fred Wright, which essen-
tially contained a construction of the ultraproduct of von Neumann factors of type
II1 (the so-called tracial ultraproduct). It was done in the language of maximal ideals
rather than ultrafilters, but the two approaches are equivalent. Sherman notes: “An
amusing consequence is that the tracial ultraproduct is older than the “classical”
ultraproduct from model theory ( Loś [18] in 1955).” Since the metric ultraproduct
of unitary groups (

∏
U(n)2)U is isomorphic, as a metric subgroup, to the unitary

group of the tracial ultraproduct of finite-dimensional matrix algebras (considered by
Wright as an example, loco citato), it means that the metric ultraproduct of groups
considered in these notes historically made its appearance — albeit an implicit one
— before the algebraic ultraproduct of groups, as described in Section 2.

5. Sofic groups

Sofic groups are those groups admitting models which are finite symmetric groups
with the normalized Hamming distance — that is, matrix models of a more restrictive
kind, meaning that every sofic group is hyperline. This Section largely mirrors the
preceding Section 4, and we show first examples of sofic groups towards the end.

Definition 5.1. A discrete group G is sofic if it is isomorphic to a subgroup of a
metric ultraproduct of a suitable family of symmetric groups of finite rank with their
normalized Hamming distances.

In other words, there is a set A, a nonprincipal ultrafilter U on A, and a mapping
α 7→ n(α) so that

G <

(
∏

α

(Sn(α), dhamm)

)

U

.

Again, one can reformulate the concept in the language of the existence of models
which are finite symmetric groups with their normalized Hamming distances.

Theorem 5.2. For a group G, the following conditions are equivalent.

(1) G is sofic.
(2) G embeds into an ultraproduct of symmetric groups of finite rank in such a

way that every two distinct elements in the image are at a distance 1 from
each other.

(3) For every finite F ⊆ G and every ε > 0, there are n and an (F, ε)-almost
homomorphism j : F → Sn which is uniformly injective: dhamm(j(g), j(h)) ≥
10−10 whenever g, h ∈ F and g 6= h.

(4) For every existential sentence σ of the first-order theory of G and each ε > 0,
there exists n so that

σSn < ε.

The proof is very similar to, but quite a bit easier than, that of Theorem 4.2, with
the implication (1)⇒(2) again being central. We have chosen not to duplicate the
proof which can be found in the survey [19] of the first-named author (see Theorem
3.5). Theorem 5.2 (save condition (4)) was established by Elek and Szabó [11], who
were, it seems, already aware of Radulescu’s result for hyperlinear groups [20] (that
is, our Theorem 4.2).
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Every finite symmetric group Sn canonically embeds into the unitary group U(n),
and their ditances are easily seen to satisfy:

dhamm(σ, τ) =
1

2
(dHS(Aσ, Aτ ))2 .

Now Condition (3) in Theorem 5.2, jointly with Condition (3) in Theorem 4.2, imply:

Corollary 5.3 (Elek and Szabó [11]). Every sofic group is hyperlinear. �

Again, it is unknown whether every group is sofic, or whether every hyperlinear
group is sofic.

One can also state a close analogue of Corollary 4.3.

Corollary 5.4. Let S = (S, d) be a group equipped with a bi-invariant metric and
satisfying two conditions:

(a) For every n, the group Sn, with its normalized Hamming distance, embeds into
S as a metric subgroup, and

(b) S embeds into an ultraproduct of groups Sn as a metric subgroup.

Then the following are equivalent for an arbitrary group G:

(1) G is sofic,
(2) every existential sentence σ of the first-order theory of G satisfies σS = 0:

Th∃(G) ⊆ Thc(S).

(3) G embeds into a metric ultrapower of S.

There exist natural examples of groups S satisfying the above, and the following
is, in a sense, the simplest among them.

Example 5.5. Let λ denote the Lebesgue measure on the unit interval [0, 1]. Equip the
group Aut ([0, 1], λ) of measure-preserving transformations with the uniform metric

dunif(σ, τ) = λ{t ∈ [0, 1] : σ(t) 6= τ(t)}.
This metric is bi-invariant, complete, and makes Aut ([0, 1], λ) into a non-separable
group.

For every n, realize S2n as the group of measure preserving transformations of the
interval [0, 1] whose restriction to every interval [i2−n, (i + 1)2−n], i = 0, 1, . . . , 2n−1,
is a translation. The restriction of the uniform distance dunif to S2n equals the
normalized Hamming distance, and for every n

S2n < S2n+1 .

The uniform closure of the union of the chain of subgroups ∪nS2n in the group
Aut ([0, 1], λ) is denoted [E0]. This is a Polish group equipped with a bi-invariant
metric. The name for this object is somewhat long: “the full group of the hyperfinite
aperiodic ergodic measure-preserving equivalence relation”. It is easy to verify that
the group [E0] satisfies the assumptions of Corollary 5.4. In addition, it sits naturally
as a closed topological subgroup of the group U(R).

Here are just a few words of explanation of where this group and its name come
from; we refer to [16] for details and references. Let R be a Borel equivalence relation
on a standard Borel space X equipped with a finite measure µ. The full group of R

in the sense of Dye, denoted [R], is the subgroup of all non-singular transformations
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σ of (X, µ) with the property (x, σ(x)) ∈ R for µ-a.e. x. (A transformation is non-
singular if it takes null sets to null sets.) If equipped with the uniform metric, [R] is
a Polish group.

The relation R is hyperfinite if it is the union of an increasing chain of relations
each having finite equivalence classes, and it is aperiodic if µ-almost all R-equivalence
classes are infinite. The relation R is ergodic if every R-saturated measurable subset
of X is either a null set or has full measure. Finally, R is measure-preserving if the
full group [R] consists of measure-preserving transformations. An example of such a
relation is the tail equivalence relation on the compact space {0, 1}ω equipped with
the product of uniform measures: xE0y if and only if there is N such that for all
n ≥ N , xn = yn. It can be proved that the group [R] of every hyperfinite ergodic
ergodic measure-preserving equivalence relation is isometrically isomorphic to [E0] as
defined above.

It appears that all the presently known examples of hyperlinear groups are at the
same time known to be sofic. Historically the first ever example of a hyperlinear
group which is not obviously such belongs to Connes [7] and, independently, Simon
Wassermann [25]: the free non-abelian group. Recall that every non-abelian free
group is LEF.

Theorem 5.6. Every LEF group is sofic (hence hyperlinear).

Proof. It is easily seen that the LEF property of a group G is equivalent to the
following: for every sentence σ ∈ Th∃(G) there is n with σSn = 0. Now Condition (3)
of Theorem 5.2 applies. �

The second basic class of sofic groups is that of amenable groups, and we proceed
to examine it in the next section.

6. Amenability

Amenability has its origins in the Banach–Tarski paradox which says that we can
partition a solid unit ball in the three-dimensional Euclidean space R3 into a finite
number of pieces (five is enough) such that by rearranging them via isometries of R3,
we can obtain two unit solid balls in R3.

Expanding on this idea, we say that a group G admits a paradoxical decomposition
if there are pairwise disjoint subsets A1, A2, . . . , An, B1, B2, . . . , Bm of G and elements
g1, g2, . . . , gn, h1, h2, . . . , hm ∈ G such that

G =
⋃

i

giAi =
⋃

j

hjBj .

Example 6.1. The group F2 admits a paradoxical decomposition. Indeed, let a, b be
free generators of F2. Let w(a) be the set of all reduced words in F2 with the first
letter equal to a. Similarly define w(a−1), w(b) and w(b−1).

Note that

F2 = {e} ∪ w(a) ∪ w(a−1) ∪ w(b) ∪ w(b−1)

= w(a) ∪ a
(
w(a−1)

)

= w(b) ∪ b
(
w(b−1)

)
.
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Theorem 6.2. For a discrete group G the following are equivalent:

(1) G does not admit a paradoxical decomposition,
(2) G admits a finitely additive probability measure µ, defined on the power set

P(G), which is invariant under left translations,
(3) G admits a (left) invariant mean, i.e. a positive linear functional φ : ℓ∞(G) →

C satisfying φ(1) = 1 and invariant under left translations,
(4) There is an invariant regular probability measure on the Stone-Čech compact-

ification βG,
(5) (Følner’s condition): for every finite F ⊆ G and ε > 0, there is a finite Φ ⊆ G

(a Følner set for F and ε) such that for each g ∈ F ,

|gΦ △ Φ| < ε|Φ|,
(6) (Reiter’s condition (P1)): for every finite F ⊆ G and ε > 0, there is f ∈ ℓ1(G)

with ‖f‖ℓ1(G) = 1 and such that for each g ∈ F , ‖f − gf‖ℓ1 < ε. (Here
gf(x) = f(g−1x)).

A countable group is called amenable if it satisfies one of the equivalent conditions
of Theorem 6.2.

Proof. (2)⇒(1): It is clear that the presence of finitely additive measure invariant
under left translations precludes the possibility of a paradoxical decomposition.

(3)⇒(2): Put µ(A) = φ(χA).
(3)⇔(4): Banach algebras ℓ∞(G) and C(βG) are canonically isomorphic, and the

isomorphism preserves the action of G by isometries. Positive linear functionals on
C(βG) correspond to regular measures on βG via Riesz representation theorem. Left-
invariant means on ℓ∞(G) correspond to invariant regular probability measures on
C(βG).

(5)⇒(6): For a given ε > 0 and F ⊆ G take Φ as in (5). Now the function

f =
χΦ

|Φ| ∈ ℓ1(G)

has the required property.
(6)⇒(3): The closed unit ball B of the dual Banach space to ℓ∞(G) is compact

in the weakest topology making all evaluation mappings φ 7→ φ(x) continuous, x ∈
ℓ∞(G) (the Banach–Alaoglu theorem). The set of all means on ℓ∞(G) (that is, positive
linear functionals φ satisfying φ(1) = 1) is a weak∗ closed subset of B, and so is
weak∗ compact as well. Every element f ∈ ℓ1(G) can be viewed as a bounded linear
functional on ℓ∞(G), and so by (6), there is a net (fα) of means on ℓ∞(G) such that
for every g ∈ G and h ∈ ℓ∞(G),

(+) lim
α
〈(gfα − fα), h〉 = 0.

(As they say, the net (fα) weak∗ converges to invariance.) Let f be a weak∗ cluster
point of this net, that is, a limit of a convergent subnet (which exists by weak∗

compactness). By (+), f is invariant.

(1)⇒(5): We need a version of classical Hall’s matching theorem (for a proof, see
e.g. [4], Corollary III.3.11, or below).
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Theorem 6.3 (Hall’s (2, 1)-matching theorem). Let Γ = (V, E) = (A, B, E) be a
bipartite graph, where V denotes vertices, E denotes edges, V = A ⊔ B. Assume the
degree of every vertex in A is finite. Suppose further that for every finite X ⊆ A,
|Γ(X)| ≥ 2|X|, where Γ(X) denotes the set of edges having a vertex in X. Then there
are two injections i and j with domains equal to A, disjoint images in B, and such
that (a, i(a)), (a, j(a)) ∈ E, whenever a ∈ A.

Suppose that the Følner’s condition fails. Fix a finite F ⊆ G, ε > 0 so that for
every finite Φ ⊆ G there is g ∈ F such that

|gΦ △ Φ| ≥ ε|Φ|.
Consider a graph Γ = (V, E) with V = G ∪ G and

(g, h) ∈ E ⇔ ∃x∈F k h = xg,

where k is large so that for every finite X ⊆ A the condition |Γ(X)| ≥ 2|X| holds.
Apply Hall’s theorem and get injections i and j. For s, t ∈ F k define

Ωs,t = {g ∈ G : i(g) = sg and j(g) = tg}.
Then {sΩs,t : s ∈ F k} ∪ {tΩs,t : t ∈ F k} is a family of sets such that each two are
either pairwise disjoint or equal. Note that

⋃

s∈F k

s−1 (sΩs,t) = G =
⋃

t∈F k

t−1 (tΩs,t) .

This contradicts (1). �

The present elegant proof of the implication (1)⇒(5) is relatively recent, see Deu-
ber, Simonovits and Sós [10]. In its present form, it only applies to discrete groups,
and it would be interesting to know whether the idea can be made to work for locally
compact groups as well, where the classical argument remains rather more compli-
cated.

For a detailed treatment of amenability and related topics in the same spirit, see
the survey article [9], containing in particular a proof of the (2, 1)-matching theorem
(§35). Here is a different argument.

Proof of Hall’s (2, 1)-matching theorem. It is enough to establish the result for finite
graphs and use the standard compactness argument. (In the spirit of these notes:
choose injections iA′ , jA′ for every induced subgraph on vertices A′ ⊔ Γ(A′), where
A′ ⊆ A is finite. Choose a suitable ultrafilter U on the family of all finite subsets of
A. The ultralimit i(a) = limA′→U i(a) is well-defined, simlarly for j, and the pair of
injections i, j is as desired.)

We use induction on n = |A|. For n = 1 the result is obvious. Let now |A| = n+ 1.
Assume without loss in generality that E is a minimal set of edges satisfying the
assumptions of Theorem. It suffices now to verify that for every a ∈ A, |E(a)| = 2.

Suppose towards a contradiction that there is an a ∈ A with E(a) ⊆ B containing
at least three distinct points, b, c, d. The minimality of E means none of the edges
(a, b), (a, c) and (a, d) can be removed, as witnessed by finite sets Xb, Xc, Xd ⊆ A\{a}
with Γ(Xb ∪ {a}) \ {b} containing ≤ 2|Xb| + 1 points, and so on. This in particular
implies |Γ(Xb ∪ {a})| = 2|Xb| + 2, and similarly for c and d. Since every set Xz,
z ∈ {b, c, d} must contain a point adjacent to a point in {b, c, d} \ {z}, at least one
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of these sets is a proper subset of A \ {a}. Fix a z ∈ {b, c, d} with this property and
denote S = Xz ∪ {a}. One has 1 ≤ |S| ≤ n and |Γ(S)| = 2|S|.

Let Γ1 be the induced subgraph on vertices S ⊔ Γ(S), and let Γ2 be the induced
subgraph on the remaining vertices of Γ, that is, (A \ S) ⊔ (B \ Γ(S)). Both Γ1

and Γ2 satisfy the assumptions of Theorem. For Γ1 this is obvious: if Y ⊆ S, then
Γ1(Y ) = Γ(Y ). For Γ2, if we assume that Z ⊆ A \ S is such that |Γ2(Z)| < 2|Z|, we
get a contradiction:

|Γ(S ⊔ Z)| = |Γ(S) ∪ Γ(Z)| = |Γ(S) ⊔ Γ2(Z)| = 2|S| + |Γ2(Z)| < 2(|S| + |Z|).
Since the cardinality of S and of A\S is less than n+ 1, the graphs Γi, i = 1, 2 admit
(2, 1)-matchings, say i1, j1 and i2, j2 respectively. The images of four mappings are all
pairwise disjoint. A concatenation of i’s and j’s gives a (2, 1)-matching of Γ, whose
set of edges is strictly contained in E, contradicting the minimality of the latter. �

Theorem 6.4. Every amenable group is sofic (hence hyperlinear).

Proof. Let F ⊆ G be finite, and let ε > 0. Choose a Følner set, Φ, for the pair (F, ε).

ε

Φ∆ Φ

F

g
g

Φ

Φ

G

, Folner set for F,

Figure 1. A Følner set.

The map x 7→ gx is well-defined on a subset of Φ containing > (1 − ε)|Φ| points,
and by extending it to a self-bijection of Φ one gets a (F, 2ε)-homomorphism to the
symmetric group S|Φ| satisfying condition (3) of Theorem 5.2. �

The two results (Theorem 5.6 and Theorem 6.4) can be combined as follows. A
group G is initially subamenable (Gromov) if every finite subset F ⊆ G admits an
(F, 0)-almost monomorphism into an amenable group Γ, that is, F embeds into Γ
with the partial multiplication preserved.

Corollary 6.5 (Gromov). Every initially subamenable group is sofic.

As observed (independently) by Simon Thomas and Denis Osin, no finitely gener-
ated simple non-amenable group (such as Thompson’s groups V and T , for instance)
is initially subamenable, but apparently it remains unknown whether they (as well
as Thompson’s group F ) are sofic. Examples of sofic groups which are not initially
subamenable have been given by Cornulier [8]. (Earlier an example of a non-initially
subamenable group which is hyperlinear was presented by Thom [22].)

7. Universal hyperlinear and sofic groups without ultraproducts

Metric ultraproducts of groups U(n)2 can be considered as universal hyperlinear
groups, and those of groups Sn as universal sofic groups. They are studied from this
viewpoint in [23], where it is shown that if the Continuum Hypothesis fails, then there
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exist 22ℵ0 pairwise-nonisomorphic metric ultraproducts of groups Sn over the index
set of integers.

As seen from Theorems 4.2 and 5.2, the definitions of hyperlinear and sofic groups
can be restated in a form independent from ultraproducts. In view of this, one would
expect the existence of “canonical” universal hyperlinear/sofic groups, independent
of ultraproducts. Such a construction indeed exists.

Let (Gα, dα) be a family of groups equipped with bi-invariant metrics. As before
(Equation (3.1)), form the ℓ∞-type direct sum G = ⊕ℓ∞

α∈AGα of the groups Gα; when
the diameters of Gα are uniformly bounded from above, G is just the direct product
of the groups in question, equipped with the supremum distance.

Now define the c0-type sum of groups Gα by letting

⊕c0
α∈AGα = {x ∈ G : lim

α
d(eα, xα) = 0}.

In other words, x ∈ ⊕c0
α∈AGα if and only if

∀ε > 0, {α ∈ A : d(eα, xα) > ε} is finite.

It is easily seen that ⊕c0
α∈AGα forms a closed normal subgroup of G , and so the quotient

group ⊕ℓ∞

α∈AGα/ ⊕c0
α∈A Gα is equipped with a complete bi-invariant metric.

To simplify the notation, we will write

⊕ℓ∞/c0
α∈A Gα = ⊕ℓ∞

α∈AGα/ ⊕c0
α∈A Gα,

and call the resulting complete metric group the ℓ∞/c0-type product of the groups Gα,
α ∈ A.

Example 7.1. In the case where all Gα are equal to the additive group of the scalar
field (e.g. R or C), the resulting metric group is just the additive group of the well-
known Banach space ℓ∞/c0, which is isometric to the space of continuous functions
on the remainder βN \ N of the Stone-Čech compactification of N. This motivates
our terminology and notation.

Theorem 7.2. Let G be a countable group.

(1) G is hyperlinear if and only if G is isomorphic to a subgroup of ⊕ℓ∞/c0
n∈N

U(n)2.

(2) G is sofic if and only if G is isomorpic to a subgroup of ⊕ℓ∞/c0
n∈N

Sn.

Proof. We treat only the hyperlinear case. Write G as F∞/N , where N is a normal
subgroup in the free group of countably many generators. Let π : F∞ → G be the
corresponding quotient homomorphism. For every n, denote Bn the set of reduced

words in F∞ of length ≤ n on the first n generators of F∞, and let B̃n = π(Bn) denote
the image of Bn in G.

Necessity. Suppose G is hyperlinear. For every n, fix a (B̃n, 1/n2)-almost monomor-
phism j̃n to some unitary group U(kn)2 with images of every two distinct elements
being at a distance at least 10−10. The composition π ◦ j̃n is defined on the first n
generators of F∞. Extend it by the constant map e over the rest of them. Denote by
jn : F∞ →∏

n U(n)2 the unique homomorphism on the free group assuming the given
values on free generators. An induction on the word length using bi-invariance of the
Hilbert-Schmidt metric shows that for all x ∈ Bn, one has d(j̃n(π(x)), jn(x)) < 1/n.
In particular, for every x ∈ Bn ∩ N , one has dHS(jn(x), e) < 1/n, and if x, y ∈ Bn

and x 6= y, then d(jn(x), jn(y)) ≥ 10−10 − 2/n.
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One can surely assume without loss of generality the unitary groups U(kn) to have
distinct dimensions. Define a homomorphism h : F∞ → ∏

n U(n)2 by setting

h(x)n =

{
jm(x), if n = km for some m,

e, otherwise.

This h has two properties:

(1) if x ∈ N , then d(jn(x), e) → 0 as n → ∞, and therefore h(x) ∈ ⊕c0
n∈N

U(n)2,
(2) if x 6= y mod N , then d(h(x), h(y)) = supn d(jn(x), jn(y)) ≥ 10−10.

This means that the homomorphism h taken modulo ⊕c0
n∈N

U(n)2 factors through N

to determine a group monomorphism from G into ⊕ℓ∞/c0
n∈N

U(n)2.
Sufficiency. Now suppose G embeds as a subgroup into the ℓ∞/c0-type product of

unitary groups. Every non-principal ultrafilter U on the natural numbers gives rise to
a quotient homomorphism from

∏
n U(n)2 to the metric ultraproduct (

∏
n U(n)2)U ,

and since the normal subgroup ⊕c0U(n) always maps to identity, we get a family of
homomorphisms

hU : ⊕ℓ∞/c0
n∈N

U(n)2 →
(
∏

n

U(n)2

)

U

.

Let x ∈ ∏n U(n)2 \ ⊕c0U(n)2. There are ε > 0 and an infinite set A ⊆ N so that
for all n ∈ A one has dHS,n(xn, e) > ε. If now U is an ultrafilter on N containing the
set A, then d(hU(x), e) ≥ ε.

We have shown that the homomorphisms hU separate points, and consequently the
ℓ∞/c0 type sum of the unitary groups is isomorphic with a subgroup of the product of
a family of hyperlinear groups. In order to conclude that G is hyperlinear, it remains
to notice that the class of hyperlinear groups is closed under passing to subgroups and
direct products. The first is obvious, and for the second embed the group U(n)×U(m)
into U(n+m) via block-diagonal matrices, make an adjustment for the distances, and
use Theorem 4.2.

The sofic case is completely similar. �

(The above result is very close in spirit to Prop. 11.1.4 in [5].)
The above theorem can be generalized to groups G of any cardinality, in which case

the universal group will be the ℓ∞/c0-type product of the family of all groups U(n)2

(respectively Sn), n ∈ N, each one taken |G| times.
In view of this result, the ℓ∞/c0-type products of metric groups deserve further

attention, including from the viewpoint of the model theory of metric structures.
In our view, it would also be interesting to know what can be said about subgroups

of ℓ∞/c0-type sums of other groups, especially the unitary groups U(n), n ∈ N, with
the uniform operator metric.

8. Sofic groups as defined by Gromov, and Gottschalk’s conjecture

Sofic groups were first defined by Gromov [14], under the descriptive name of groups
with initially subamenable Cayley graphs (the name “sofic groups” belongs to Benjy
Weiss [26]). In this Section we will finally state Gromov’s original definition, and
explain a motivation: the Gottschalk’s Surjunctivity Conjecture.
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A directed graph Γ is edge-coloured if there are a set C of colours and a mapping
E(Γ) → C. We will also say that Γ is edge C-coloured.

Here is a natural example how the edge-colouring comes about. Let G be a finitely-
generated group. Fix a finite symmetric set V of generators of G not containing the
identity e. The Cayley graph of G (defined by V ) is a non-directed graph having
elements of G as vertices, with (g, h) being adjacent if and only if g−1h ∈ V , that is,
there is an edge from g to h iff one can get to h by multiplying g with a generator
v ∈ V on the right. Since the generator v associated to a given edge is unique, the
Cayley graph is edge V -coloured.

The word distance in the Cayley graph of G is the length of the shortest path
between two vertices. It is a left-invariant metric. Notice that as finitely coloured
graphs, every two closed balls of a given radius N are naturally isomorphic to one
another (by means of a uniquely defined left translation), which is why we will simply
write BN without indicating the centre.

Definition 8.1 (Gromov). The Cayley graph of a finitely generated group G is
initially subamenable if for every natural N and ε > 0 there is a finite edge V -coloured
graph Γ with the property that for the fraction of at least (1 − ε)|Γ| of vertices x of
Γ the N -ball BN around x is isomorphic, as an edge V -coloured graph, to the N -ball
in G.

It can be seen directly that the above definition does not depend on the choice of
a particular finite set of generators, but this will also follow from the next theorem.
The equivalence of the original Gromov’s concept of a group whose Cayley graph
is initially subamenable with most other definitions of soficity mentioned in these
notes belongs to Elek and Szabó [11]. Notice that the restriction to finitely generated
groups in Gromov’s definition is inessential — as it is should now be obvious to the
reader, soficity is a local property in the sense that a group G is sofic if and only if
every finitely generated subgroup of G is sofic.

Theorem 8.2. Let G be a finitely generated group with a finite symmetric gener-
ating set V . Then G is sofic if and only if the Cayley graph of (G, V ) is initially
subamenable.

Proof. Necessity. Assume G is sofic. Let ε > 0 and N ∈ N be given. Choose a
(BN , ε)-almost monomorphism, j, to a permutation group Sn, with the property that
the images of every two distinct elements of BN are at a distance > (1 − ε/|BN |2)
from each other. Define a directed graph Γ whose vertices are integers 1, 2, . . . , n
(i.e., elements of the set [n] upon which Sn acts by permutations), and (m, k) is an
edge coloured with a v ∈ V if and only if j(v)m = k. If v, u ∈ BN and v 6= u,
then for at least (1 − ε/|BN |2)n vertices m one has v(m) 6= u(m). It follows that the
map v 7→ v(m) is one-to-one on BN , and consequently an isomorphism of V -coloured
graphs, for at least (1 − ε)n vertices m.

⇐: In the presence of an edge-colouring, every element w ∈ BN determines a unique
translation of Γ that is well-defined at all but < ε|Γ| of its vertices (just follow, inside
Γ, any particular string of colours leading up to w in the original ball). This defines
a (BN , ε)-almost homomorphism into the permutation group on the vertices of Γ,
which is uniformly (1 − ε)-injective. �
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The graphs Γ as above can be considered as finite clones of G, grown artificially
using some sort of genetic engineering.

Here is an open problem in topological dynamics that motivated Gromov to intro-
duce sofic groups. Let G be a countable group, A a finite set equipped with a discrete
topology. The Tychonoff power AG is a Cantor space (i.e., a compact metrizable
zero-dimensional space without isolated points), upon which G acts by translations:

(g · x)(h) = x(g−1h).

Equipped with this action of G by homeomorphisms, AG is a symbolic dynamical
system, or a shift. An isomorphism between two compact G-spaces X and Y is a
homeomorphism f : X → Y which commutes with the action of G:

f(g · x) = g · f(x) for all g ∈ G, x ∈ AG.

Conjecture 8.3 (Gottschalk’s Surjunctivity Conjecture, 1973, [12]). For every count-
able group G and every finite set A, the shift system AG contains no proper closed
G-invariant subspace X isomorphic to AG itself.

The Conjecture remains open as of time of writing these notes, and the following
is the strongest result to date.

Theorem 8.4 (Gromov [14]). Gottschalk’s Surjunctivity Conjecture holds for sofic
groups.

Sketch of the proof. Let Φ: AG → AG be an endomorphism of G-spaces, that is, such
a continuous mapping that Φ(gf) = g(Φ(f)) for every g ∈ G. Consider the mapping
AG → A which sends f 7→ Φ(f)(e). Since A is finite, the preimage of every a ∈ A is
a clopen set. Hence there is a finite F ′ ⊆ G and Φ0 : AF ′ → A such that for every
g ∈ G,

Φ(f)(g) = Φ(g−1f(e)) = Φ0(g−1f ↾ F ′) = Φ0(f ↾ gF ′).

Assume that Φ is injective, then there is an inverse Ψ: image (Φ) → AG. The map
Ψ is determined by a certain finite F ′′ ⊆ G, and by Ψ0 : image (Φ) ↾ AF ′′ → A. That
means that both Φ and its inverse are encoded locally.

Now assume in addition that Φ is not onto. Choose a finite symmetric subset
B1 ⊆ G which is big enough both to store complete information about Φ and its
inverse, and so that the restriction of Φ(AG) to B1 is not onto. From now on, without
loss in generality, we can replace G with a subgroup generated by B1.

Grow a finite B1-coloured graph Γ whose number of vertices we will denote N =
N(ε) = |V (Γ)|, which locally looks like B5 around at least (1 − ε)N vertices.

Using the local representations Φ0 and Ψ0, we construct maps Φ̃, Ψ̃ : AΓ → AΓ. It

follows that the size of the image of Φ̃ is at least |A|(1−ε)N .
Now choose in Γ a maximal system of disjoint balls of radius 1. The number of

vertices in the union of those balls is at least cN(1−ε) for some 0 < c < 1 (which only

depends on G and B1). It follows that image(Φ̃) has size at most |A|N−cN(1−ε)(|A||B1|−
1)cN(1−ε)/|B1|. By combining the two observations, we get:

|A|(1−ε)N ≤ |A|N−cN(1−ε)(|A||B1| − 1)cN(1−ε)/|B1|,

that is,
|A|(1−ε) ≤ |A|(1−c+cε)(|A||Br| − 1)c/|B1|

for every ε > 0. We get a contradiction by sending ε ↓ 0. �
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Apart from Gromov’s original article, the above proof is worked out in great detail
in [26].

It would be interesting to know whether Gromov’s theorem can be extended to
hyperlinear groups.

9. Near actions and another criterion of soficity by Elek and Szabó

Let (X, µ) be a measure space, where the measure µ is at least finitely additive. A
near-action of a group G on (X, µ) is an assignment to g ∈ G of a measure-preserving
mapping τg : X → X defined µ-a.e. in such a way that

τgh = τg ◦ τh

in the common domain of definition of both sides. A near-action is essentially free if
for every g 6= e and for µ-a.e. x ∈ X, τgx 6= x.

Theorem 9.1 (Elek and Szabó [11]). A group G is sofic if and only if it admits
an essentially free near-action on a set X equipped with a finitely-additive probability
measure µ defined on the family P(X) of all subsets of X.

Sketch of the proof. Necessity (⇒): Let G be a sofic group. For every finite F ⊆ G
and each k ∈ N+ select a (F, 1/k)-almost homomorphism j(F,k) with values in some
permutation group Sn(F,k), which is uniformly (1− ε)-injective. As usual, we think of
Sn(F,k) as the group of self-bijections of the set [n(F, k)] = {1, 2, . . . , n(F, k)}. Form
a disjoint union

X =
⊔

F,k

[n(F, k)].

Let U be any ultrafilter on the directed set of all pairs (F, k) containing every upper
cone {(F, k) : F ⊇ F0, k ≥ k0}. For every A ⊆ X the formula

µ(A) = lim
(F,k)→U

|A ∩ [n(F, k)]|
n(F, k)

defines a finitely-additive probability measure, µ, on the power set of X. Given g ∈ G,
the rule

τg(x) = j(F,k)(x), if x ∈ [n(F, k)] and g ∈ F

defines µ-a.e. a measure-preserving transformation of X. It is easy to verify that τ
is an essentially free near-action of G.

Sufficiency (⇐): Here the proof follows rather closely the arguments used to establish
the implications (2) ⇒ (1) ⇒ (5) in Theorem 6.2. �

The above criterion stresses yet again that soficity is a weaker version of amenabil-
ity. To the best of authors’ knowledge, no analogous criterion for hyperlinear groups
is known yet.

10. Discussion and further reading

It is hard to point to any obvious candidates for examples of non-sofic or non-
hyperlinear groups.

One class of groups rather allergic to amenability and its variations is formed by
Kazhdan groups, or groups with property (T ). Let G be a group, and let π : G →
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U(H ) be a unitary representation. Then π admits almost invariant vectors if for
every finite F ⊆ G there are ε > 0 and x ∈ H such that ‖x‖ = 1, and for every
g ∈ F , ‖x − π(g)(x)‖ < ε. A group G has Kazhdan’s property, or property (T ), if
whenever a unitary representation π of G admits almost invariant vectors, it has a
fixed non-zero vector. For an introduction into this vast subject, see [1]. And is the
simplest example of an “allergy” mentioned above.

Theorem 10.1. If a group is amenable and has property (T ), then it is finite.

The proof follows at once from the definition combined with the following equivalent
characterization of amenability:

Reiter’s condition (P2): for every F ⊆ G and ε > 0, there is f ∈ ℓ2(G) with
‖f‖ℓ2(G) = 1 and such that for each g ∈ F , ‖f − gf‖ℓ2(G) < ε.

Here is a much more difficult result in the same vein:

Theorem 10.2 (Kirchberg, Valette). If a group with property (T) embeds into the
group U(R) (in particular, into its subgroup [R]), then it is residually finite.

It is in view of such results that Ozawa asked whether every finitely generated
Kazhdan group that is sofic is residually finite. A negative answer was announced
by Thom [22]. Consequently, a hope to use property (T ) in order to construct non-
hyperlinear groups is a bit diminished now, but surely not gone, as it remains in
particular unknown whether finitely generated simple Kazhdan groups can be hyper-
linear/sofic.

The present notes have been organized so as to minimize an overlap with the survey
[19] by the first-named author. We recommend the survey as a useful complementary
source for a number of topics which were not mentioned in the workshop lectures
because of lack of time, including the origin and significance of the class of hyperlinear
groups (Connes’ Embedding Conjecture [7, 5]), links of the present problematics with
solving equations in groups, and more, as well as a longer bibliography and a number
of (overwhelmingly still open) questions.
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