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Abstract

If Γ is an infinite group with finite symmetric generating set S, we
consider the graph G(Γ, S) on [0, 1]Γ by relating two distinct points if
an element of s sends one to the other via the shift action. We show
that, aside from the cases Γ = Z and Γ = (Z/2Z) ∗ (Z/2Z), G(Γ, S)
satisfies a measure-theoretic version of Brooks’ theorem: there is a
G(Γ, S)-invariant conull Borel set B ⊆ [0, 1]Γ and a Borel coloring
c : B → d of G(Γ, S) � B, where d = |S| is the degree of G(Γ, S). As
a corollary we obtain a translation-invariant random d-coloring of the
Cayley graph Cay(Γ, S) which is a factor of IID, addressing a question
from [9].

1 Introduction

By a graph on a vertex set X we mean a symmetric, irreflexive subset of X2;
to ease reading we write x G y instead of (x, y) ∈ G. The restriction G � A of
G to some subset A ⊆ X is simply G∩A2. A set A ⊆ X is (G-)independent if
G � A = ∅, i.e., no two vertices in A are G-related. A (proper) (Y -)coloring of
G is a function c : X → Y so that c−1(y) is G-independent for all y ∈ Y . The
(G-)degree of a vertex x ∈ X is the cardinality of the set {y ∈ X : x G y}.

We recall a classic theorem of Brooks from finite combinatorics: if G is a
connected graph on finite vertex set X in which every vertex has degree at
most d, and moreover G is neither a clique nor an odd cycle, then G admits a
d-coloring. A straightforward compactness argument extends the conclusion
to infinite graphs, but there is no guarantee that such a coloring will satisfy
various measurability properties.

If G is a Borel graph on a standard Borel space X equipped with a Borel
probability measure µ we may consider analogs of Brooks’ theorem. For
instance, if G has vertex degree bounded by d and has no cliques or odd
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cycles as connected components, then [5, Theorems 2.19, 2.20] allow us to
find Borel sets A ⊆ X of arbitrarily small measure such that G � (X \ A)
admits a Borel d-coloring. In this paper we consider whether we can get
away with discarding only a null set.

Given a countable group Γ we consider the space [0, 1]Γ equipped with
the product Lebesgue measure µ. The Bernoulli shift action of Γ on [0, 1]Γ

is given by (γ · x)(δ) = x(γ−1δ). Given a symmetric generating set S of
Γ, we may associate with the Bernoulli shift a graph G(Γ, S) on [0, 1]Γ by
relating vertices x, y iff x 6= y and there exists s ∈ S such that s · x = y.
Note that because the action preserves µ, every µ-null set is contained in a
G(Γ, S)-invariant null set. On the µ-conull set on which the action is free
every vertex has degree d = |S|, assuming of course that S does not contain
the group’s identity element. We then have

Theorem 1.1. Suppose that Γ is an infinite group with finite symmetric
generating set S isomorphic neither to Z nor to (Z/2Z) ∗ (Z/2Z). Then
there is a µ-conull, G(Γ, S)-invariant Borel set B such that G(Γ, S) � B
admits a Borel d-coloring.

The exceptions are necessary. If Γ = Z with S = {±1} the graph G(Z, S)
can not be Borel 2-colored on a conull set, as each color would be a set
of measure 1/2 invariant under the action of 2Z, contradicting the mixing
properties of the action. An analogous argument works for (Z/2Z) ∗ (Z/2Z)
with the usual generators.

Acknowledgments. The author would like to thank Alexander Kechris,
Russ Lyons, Andrew Marks, Scott Messick, and Robin Tucker-Drob for many
pleasant and illuminating conversations.

2 The proof

It will be useful to isolate a certain type of acyclic subgraph which will provide
a skeleton along which to color the vertices of the graph. Given a graph G
on X, a G-ray is an injective sequence ρ ∈ XN such that ρ(i) G ρ(i + 1) for
all i ∈ N. Two such rays ρ and σ are end-equivalent if for every finite set
F ⊆ X there are i, j ∈ N such that ρ(i) and σ(j) lie in the same connected
component of G � (X\F ); sometimes this is defined by deleting edges instead
of vertices, but in the bounded degree case the definitions coincide. Finally,
an end is an end-equivalence class of G-rays.
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It follows that a connected acyclic graph G has one end iff there exists
a G-ray ρ such that every G-ray σ is tail-equivalent to ρ in the sense that
there exist i, j ∈ N such that for all k ∈ N, ρ(i+ k) = σ(j + k).

Proposition 2.1. Suppose that G is a Borel graph on a standard Borel space
X with degree bounded by d. Suppose moreover that T ⊆ G is an acyclic Borel
graph in which each component has one end. Then there is a Borel coloring
c : X → d of G.

Proof. Let X0 ⊆ X be the (Borel) set of T -monovalent vertices. Define
inductively Xi+1 ⊆ X as the set of T � (X \

⋃
j≤iXi)-monovalent vertices.

The one-endedness of T ensures that X =
⊔

i∈NXi. Moreover, each vertex
in Xi is T - (and hence G-) adjacent to at least one vertex in Xi+1.

In particular, G � X0 has degree bounded by d− 1, so by [8, Proposition
4.6] there is a Borel coloring c0 : X0 → d of G � X0. The following lemma is a
special case of [5, Lemma 2.18], but we include its short proof in the interest
of self-containment.

Lemma 2.2. Any Borel coloring ci−1 :
⋃

j<iXj → d of G �
⋃

j<iXj extends
to a Borel coloring ci :

⋃
j≤iXj → d of G �

⋃
j≤iXj.

Proof of the lemma. Again by [8, Proposition 4.6] there is a partition Xi =
X1

i t · · · t Xd
i of Xi into Borel G-independent sets. First extend ci−1 to a

coloring c′ :
⋃

j<i ∪X1
i by coloring each vertex in X1

j the least color not used
among its (fewer than d many) colored neighbors. Similarly extend in turn
to X2

i , . . . , X
d
i .

Now iteratively apply the lemma to obtain a coherent sequence of col-
orings ci :

⋃
j≤iXj → d. Then c =

⋃
i∈N ci is the desired Borel coloring of

G.

We next examine situations in which G(Γ, S) contains such a nice acyclic
subgraph. For convenience we work instead with the shift action of Γ on
[0, 1]E, where E is the edge set of the (right) Cayley graph Cay(Γ, S) (and
as usual Γ acts by left translation on the Cayley graph). We denote the
corresponding graph on [0, 1]E by G′(Γ, S). Since the shift action on [0, 1]E

is measure-theoretically isomorphic to the Bernoulli shift on [0, 1]Γ, we lose
nothing by working with G′(Γ, S) rather than G(Γ, S).

We may use each x ∈ [0, 1]E to label the edges of its connected com-
ponent in G′(Γ, S), assigning (γ · x, sγ · x) the label x(γ−1, γ−1s−1). The
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structure of the action ensures that this labeling is independent of the par-
ticular choice of x, and in particular this labeling is a Borel function from
G′(Γ, S) to [0, 1]. Following [10] we obtain the wired minimal spanning forest,
WMSF(G′(Γ, S)), by deleting those edges from G′(Γ, S) which receive a label
which is maximal in some simple cycle or bi-infinite path. By construction,
WMSF(G′(Γ, S)) is acyclic.

Theorem 2.3 (Lyons-Peres-Schramm). Suppose that Γ is a nonamenable
group with finite symmetric generating set S, and consider the graph G′(Γ, S)
defined above. There is a conull, G′(Γ, S)-invariant Borel set B ⊆ [0, 1]E on
which each connected component of WMSF(G′(Γ, S)) has one end.

Proof. See [10, 3.12], recalling that by [2, Theorem 1.1] nonamenable Cayley
graphs have no infinite clusters at critical percolation.

Consequently, after discarding an invariant null set, for nonamenable Γ
there is an acyclic Borel subgraph T of G(Γ, S) such that each connected
component of T has one end.

Question 2.4. For which groups Γ is there such an acyclic Borel subgraph
of G(Γ, S) in which each connected component has one end (after discarding
a null set)? More generally, which graphs admit such subgraphs?

Remark 2.5. Russ Lyons (private communication) points out that Question
2.4 has a positive answer for finitely generated groups of more than linear
growth by using the wired uniform spanning forest (WUSF); see §10 of [3].
The identification of the WUSF with a subgraph of G(Γ, S) follows from
Wilson’s algorithm rooted at infinity (see [7, Proof of Proposition 9]) in
the transient case and Pemantle’s strong Følner independence [12] in the
amenable case.

We will also use the following theorem. Recall that the number of ends
of a finitely generated group is the number of ends of its Cayley graph—this
quantity is the same for any finite generating set.

Theorem 2.6 ([5, Theorem 5.12]). Suppose that Γ is a finitely generated
infinite group isomorphic neither to Z nor to (Z/2Z) ∗ (Z/2Z). Suppose
further that Γ has finitely many ends. Let S be a finite symmetric generating
set for Γ, and put d = |S|. Then for any free Borel action of Γ on a standard
Borel space X the graph G(Γ, S) admits a Borel d-coloring.
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Now we have all the necessary ingredients to prove the main theorem.

Proof of Theorem 1.1. If Γ is nonamenable, then by Theorem 2.3 there is a
G(Γ, S)-invariant µ-conull Borel set B on which every connected component
of the acyclic graph arising from the wired minimal spanning forest has one
end. Then Proposition 2.1 grants a Borel d-coloring of G(Γ, S) � B.

On the other hand, if Γ is amenable then by Stallings’ theorem (see [13])
Γ has finitely many ends. Letting B be a G(Γ, S)-invariant µ-conull Borel
set on which the Bernoulli shift action is free, Theorem 2.6 grants the desired
Borel d-coloring of G(Γ, S) � B.

Remark 2.7. The ability to discard a µ-null set is crucial in Theorem 1.1.
Indeed, from [11, Theorem 3.1] it follows that there is no Borel 2n-coloring
of the graph associated with the Bernoulli action of the free group Fn on
[0, 1]Fn with free generating set, even after restricting to the free part of the
action.

Remark 2.8. By [4, Theorem 1.1], when Γ contains a nonabelian free group
and X is any nontrivial standard probability space, the Bernoulli shift of
Γ on [0, 1]Γ is a factor of the Bernoulli shift of Γ on XΓ. Pulling back
the coloring, we see that for such groups the analog of Theorem 1.1 holds
for the corresponding graph on XΓ. For general groups, however, we do not
know if the Brooks bound is attainable almost everywhere even for the graph
associated with the Bernoulli shift on 2Γ (with say the product (1/2, 1/2)
measure).

Remark 2.9. Robin Tucker-Drob (private communication) points out that
for Γ 6= Z, (Z/2Z)∗(Z/2Z) Theorem 1.1 provides an alternate proof of the fact
that every free µ-preserving action b of (Γ, S) on (X,µ) is weakly equivalent
to one whose associated graph admits a Borel d-coloring µ-a.e. [6, Theorem
6.1]. Indeed, letting sΓ denote the Bernoulli shift of Γ on [0, 1]Γ, we have by
[14, Corollary 1.6] that the diagonal product b × sΓ is weakly equivalent to
b. Pulling back the coloring granted by Theorem 1.1 through the projection
onto the second factor yields the desired coloring.

3 Random d-colorings

Given a group Γ with generating set S and a natural number k, we may view
the space Col(Γ, S, k) of k-colorings of the (right) Cayley graph Cay(Γ, S)
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as a closed (thus Polish) subset of kΓ. The action of Γ by left translations
on Cay(Γ, S) induces an action on Col(Γ, S, k). A translation-invariant ran-
dom k-coloring of Cay(Γ, S) is a Borel probability measure on Col(Γ, S, k)
invariant under this Γ action.

In §5 of [9] it is asked for which k can translation-invariant random k-
colorings of Cayley graphs be attained as IID factors (see also [1, Question
10.5]). While this question remains open in full, we may examine whether
random d-colorings can be found, where as before d is the degree of the
graph. In [6, Corollary 6.4] translation-invariant random d-colorings of Cay-
ley graphs are constructed, but this involves passing to actions weakly equiv-
alent to the Bernoulli shift (or alternatively taking weak limits of IID fac-
tors). We now establish the existence of such d-colorings aside from the two
problematic groups.

Corollary 3.1. Suppose that Γ is an infinite group isomorphic neither to Z
nor to (Z/2Z) ∗ (Z/2Z). Suppose that S is a finite symmetric generating set
for Γ with |S| = d. Then there is a translation-invariant random d-coloring
of Cay(Γ, S) which is an IID factor.

Proof. Fix by Theorem 1.1 a µ-conull G(Γ, S)-invariant Borel subset B ⊆
[0, 1]Γ and a Borel coloring c : B → d of G(Γ, S) � B. Define π : B →
Col(Γ, S, d) by (π(x))(γ) = c(γ−1 · x). Then π∗µ is a translation-invariant
random d-coloring which is a factor of IID by construction, where as usual
π∗µ(A) = µ(π−1(A)).
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